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Introduction

At RAN3 #103 meeting, there was a discussion on whether it is necessary for  hosting node  indicates buffer dwell time to the corresponding node[1], and no conclusion was achieved. The offline discussion was summarized in [2] as below. In this contribution, we will provide our views on this issue, and provide the corresponding CR for TS38.425.
--------------------------------------------------------------From [3]-------------------------------------------------------------------
2.2
Target Buffer Dwell Time

Some companies saw benefit of the proposed approach, either as proposed, or with some modifications (signalled over CP and linked with the Desired Buffer Size). The claimed benefit of the approach is the ability to address the issue of massive out-of-order data arrivals to the UE in a DC scenario, which may lead to throughput degradations.
However, some companies did not see the benefit and believed the existing information is sufficient.

At this meeting, RAN3 did not manage to agree to introduce the Target Buffer Dwell Time.

------------------------------------------------------------------------------------------------------------------------------------------------
Discussion
In [1], it is proposed to introduce a target buffer dwell time indication from the hosting node to the corresponding node and corresponding node take dwell time indication into consideration for DBS feedback. The possible intention is to solve out-of-order PDCP PDUs arrivals to the UE from multi-leg RLCs in multi-connectivity scenario. 

Observation 1: The addressed  issue on  out-of-order PDCP PDUs arrivals to the UE from multi-leg RLCs in multi-connectivity scenario should be solved.

According to the PDCP specs, once a new packet is received at UE PDCP, the T-reordering timer will be started. If the reordering timer is set too short, data loss may occur. Otherwise, If the timer is set too long, the data delay may be too large. However, what T-reordering value configured by NW is related to the QOS latency requirement of the service. Even if the data arriving at UE from multiple legs is out-of-order, while the sum of the consumed time of the packet (including node queue time ,interface delay and the time stayed in the reordering buffer) can meet the latency requirements of QOS, there is no problem for the UE PDCP handling such level of out-of-order delivery data by reordering procedure.

Observation 2: If NW take into account QOS requirement such as latency for data scheduling, UE PDCP can handle data out-of-order arrivals by reordering procedure. So, the dwell time indication from the hosting node is not needed.
In order to achieve smart scheduling to avoid too longer packet dwell time in the buffer to fulfill QOS latency requirement of the service flow , the assisting node should be aware of  the QOS requirement (e.g. latency requirement) of the packet, and the consumed time of the packet when it arrived at the assisting node. Otherwise, NG interface delay is mostly fix value according to network deployment, while other consumed time (e.g. hosting node queue time, NR-U interface delay time) can be get by means some NR user planer measurement procedure. In [3], the issue on User plane measurements for RAN-centric data collection is discussed, and some NR user plane measurements requirements and solutions from SA2 and SA5 is also provide as below table (detail analysis can be found in [3]).

--------------------------------------------------------------Table from [3] --------------------------------------------------------------
Packet delay in downlink 

	LTE status and new requirements 
	Illustrate of calculation
	Detail of the calculate 
	Analysis 

	LTE TS 36.314
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	See Annex 5.1
Downlink delay = Queue delay in PDCP + transmission/HARQ delay
	Clear

	SA5
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	See Annex 5.2
Average delay in CU-UP =
1:Queue delay in CU-UP

2:Require per 5QI
	Clear

	
	
	See Annex 5.3
Average delay on F1-U

=F1-U transmission delay
	The detail analysis can be found in the below sub-section 2.1.1.1.

	
	
	See Annex 5.4
Average delay in gNB-DU= RLC transmission/HARQ delay

	It is not clear whether this measurement includes PDCP queue delay in DU, see in 2.1.1.2.

	
	
	See Annex 5.5

IP latency DL in gNB-DU =  RLC queue delay 
	Clarification the requirement of this measurement is needed. 

The detail analysis can be found in the below sub-section 2.1.1.3.

	SA2
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	See Annex 5.14
QoS monitor delay in downlink   = 

NG-U delay + CU-UP queue delay + F1-U transmission delay+ DU queue delay + DU transmission/HARQ delay + UE process delay

It is noting the measurement is based on packet level [3]
	Clarification is needed to investigate whether QoS monitor delay mechanism can be merged into Layer 2 measurement.

The detail analysis can be found in the below sub-section 2.1.2.

	LTE MDT
	M6 measurement, Packet Delay in the DL per QCI by eNB (based on 36.314)
	Same as Annex 5.1
	Clear


--------------------------------------------------------------------------------------------------------------------------------------------
Observation 3: In order to achieve smart scheduling to avoid too longer packet dwell time in the buffer, the assisting node should be aware of  the QOS requirement (e.g. latency requirement) of the packet, and the consumed time information of the packet when it arrived at the assisting node.

Observation 4: NG interface delay is mostly fix value according network deployment, while other consumed time of the packet (e.g. hosting node queue time, NR-U interface delay time) can be get by means some NR user planer measurement procedure.
For this purpose, the hosting node may provide assistance information including QOS information(e.g. QFI or 5QI) of the packet for the delay budget, the assisting node can take assistance information and user plane measurement results into consideration for scheduling and DBS feedback to avoid too longer packet dwell time in the buffer. This QOS indication may be introduced in the DL USER DATA PDU, as follows:

	Bits
	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	PDU Type (=0)
	QFI Ind 
	DL Discard Blocks
	DL Flush
	Report polling
	1

	Spare
	Report Delivered
	User data existence flag
	Assistance Info. Report Polling Flag
	Retransmission flag
	1

	NR-U Sequence Number
	3

	DL discard NR PDCP PDU SN
	0 or 3

	DL discard Number of blocks
	0 or 1

	DL discard NR PDCP PDU SN start (first block)
	0 or 3

	Discarded Block size (first block)
	0 or 1

	…
	

	DL discard NR PDCP PDU SN start (last block)
	0 or 3

	Discarded Block size (last block)
	0 or 1

	DL report NR PDCP PDU SN
	0 or 3

	QoS Flow Identifier 
	0 or 1

	Padding
	0-3



Figure 5.5.2.1-1: DL USER DATA (PDU Type 0) Format

Proposal 1:   The hosting node provides QOS information(e.g. QFI or 5QI) of the packet within DL USER DATA PDU, the assisting node can take assistance information and user plane measurement results into consideration for scheduling and DBS feedback to avoid too longer packet dwell time in the buffer. The corresponding CR for TS38.425 can be found in [4].
 Conclusion
Observation 1: The addressed  issue on  out-of-order PDCP PDUs arrivals to the UE from multi-leg RLCs in multi-connectivity scenario should be solved.

Observation 2: If NW take into account QOS requirement such as latency for data scheduling, UE PDCP can handle data out-of-order arrivals by reordering procedure. So, the dwell time indication from the hosting node is not needed.
Observation 3: In order to achieve smart scheduling to avoid too longer packet dwell time in the buffer, the assisting node should be aware of  the QOS requirement (e.g. latency requirement) of the packet, and the consumed time information of the packet when it arrived at the assisting node.

Observation 4: NG interface delay is mostly fix value according network deployment, while other consumed time of the packet (e.g. hosting node queue time, NR-U interface delay time) can be get by means some NR user planer measurement procedure.
Proposal 1:   The hosting node provides QOS information(e.g. QFI or 5QI) of the packet within DL USER DATA PDU, the assisting node can take assistance information and user plane measurement results into consideration for scheduling and DBS feedback to avoid too longer packet dwell time in the buffer. The corresponding CR for TS38.425 can be found in [4].
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