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Introduction
At the RAN1#96 meeting RAN1 completed its part of normative work on RIM, and RAN3 now has the task to define the corresponding backhaul (BH) signaling.
This contribution proposes BH signaling for RIM. The accompanying NGAP and F1AP CRs are presented in R3-191380 and R3-191381, respectively.
Discussion
The TR 38.866 captures two candidate solutions for RIM BH signalling:
· Solution 1, where the egress BH messages from a gNB set are merged by the AMF, and forwarded to the receiving AMF, which distributes the BH message to all gNBs in the receiving gNB set.
· Solution 2, where individual victim/aggressor gNBs send RIM backhaul messages directly to individual gNBs in the aggressor/victim gNB set.
The subsequent sections present the Solution 1 in more detail and compare it with Solution 2.
RIM BH Solution 1
[image: ] 
Figure 1: RIM BH Solution 1

In Solution 1, each gNB in a set is configured via OAM with an AMF to which it should send the RIM BH messages. The AMFs will typically be deployed in the form of an AMF pool, where all gNBs under an AMF pool will be connected to all AMFs in the pool (AMF pool and AMF set are equivalent terms). Under this assumption, it is relatively straightforward to appoint via OAM the AMFs that support the RIM BH communication for gNBs covered by the pool, while taking care about load sharing between different AMFs.
In typical deployments, it is expected that one AMF pool will cover a large geographical region with millions or tens of millions of served UEs. In order to avoid single point of failure, or to accommodate the situation where one AMF is taken out of service for maintenance, backup AMF(s) within the pool can be appointed as well. Finally, since RIM BH processing is not foreseen to be computationally expensive, an AMF supporting RIM BH communication can perform other (‘normal’) functionalities, as well.
Observation 1: In typical deployments, AMFs will be deployed in cloud environments, in the form of a pool, where all gNBs within an AMF region will be connected to all AMFs in the pool.
The Solution 1 consists of the following steps:
1. Set ID assignment and registration: RAN1 has already agreed that the OAM assigns RIM set IDs. After assignment, each gNB can report its respective set ID to the AMF. 
2. gNB transmits BH message to its configured AMF: the message may contain:
· the BH message destination RIM set ID (received over the air or over the backhaul);
· the list of cells that are sourcing the message i.e. the list of concerned cells under the source gNB;
· the informational content of the backhaul message: either ‘RS detected’ or ‘RS disappeared’.
3. Source AMF merges all egress messages from the set: the AMF collects RIM backhaul messages from one or more gNBs, and merges the messages destined to the same set ID into a single message. The merged message contains the list of gNBs and the corresponding cells that are sourcing the message. 
4. [bookmark: _GoBack]Source AMF retrieves the address of the destination AMF: the source AMF retrieves the address of the AMF corresponding to the destination set ID by querying a DNS server situated in the CN. The source AMF then sends the BH message to the destination AMF, responsible for BH communication of the destination gNB set.
5. Destination AMF distributes the BH message to all the gNBs in the destination (i.e. peer) RIM set.

Solution 1 signalling design 
From the above discussion it follows that it is necessary to define a dedicated NG procedure for exchange of RIM BH messages. Furthermore, even though RAN1 did not standardize any RI detection criteria, it is reasonable to assume that the detection is the responsibility of the gNB-DU, which detects the RI in the UL slots. It is therefore necessary to define the RIM F1 signalling as well, which holds for both RIM BH candidate solutions.
A possible realization of the NGAP message for Solution 1 is given below (the corresponding F1AP message can be defined in a similar way):
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	Global RAN Node ID
	M
	
	9.3.1.5
	
	YES
	reject

	RAN Node Name
	O
	
	PrintableString
(SIZE(1..150, …))
	
	YES
	ignore

	Source RIM Set ID
	M
	
	9.3.1.x
	ID of a RIM set.
	YES
	reject

	Target RIM Set ID
	M
	
	9.3.1.x
	ID of a RIM set.
	YES
	reject

	List of Cells in Set
	
	0..1
	
	
	
	

	> List of Cells in Set Item
	
	1..< maxnoofCellsInSet s>
	
	
	
	

	>>NR CGI
	M
	
	9.3.1.7
	
	
	

	RIM message
	M
	
	ENUMERATED(RS detected, RS disappeared …)
	The informational contain of Remote Interference Management backhaul message.
	YES
	reject



	Range bound
	Explanation

	maxnoofCellsInSet
	Maximum number of cells in RIM set. Value is 10000.



[bookmark: _Toc534720590]9.3.1.x	RIM Set ID
This IE defines the Remote Interference Management Set ID.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	RIM Set ID
	M
	
	BIT STRING (SIZE(22))
	The Remote Interference Management Set ID.



RIM backhaul Solution 1 vs Solution 2
An alternative solution proposed during the SI (Solution 2) involves modifying the UPLINK/DOWNLINK RAN CONFIGURATION TRANSFER procedure, which implies that the RIM BH messages would be sent by individual gNBs in one set to individual gNBs in the peer set, by means of a point-to-point (p2p) container (i.e. the SON Configuration Transfer IE). This essential property of Solution 2 causes a number of performance issues, as discussed below.
During the SI it was agreed that RIM measures are individually decided by each gNB, based on the input/signals received from its peer RIM set(s).  The fact that, in Solution 2, RIM BH messages from individual gNBs may arrive to each individual gNB at significantly different times, causes an uncertainty in the decision-making. Namely, a receiving gNB does not know how many gNBs there are in the sending set and does not know for how long it should collect the incoming messages before it can take an action. Although RIM is not a time-critical functionality, the misalignment and uncertainty caused by the p2p nature of Solution 2 can lead to suboptimal decisions. 
Conversely, Solution 1 uses RIM BH message aggregation at the source set side and RIM BH message distribution at the destination set side, meaning that all gNBs in the destination set will simultaneously receive the RIM BH message from all the gNBs of the sending set, enabling them to take decisions without further ado. The simultaneous reception of BH message in Solution 1 provides a holistic input to the gNBs in the destination set, inherently increasing their ability to take educated decisions.
Observation 2: In Solution 2, each gNB sends a separate RIM BH message to each gNB in the peer RIM set. At the receiving side, messages from different gNBs may be arriving at a destination gNB over an extended period of time, causing an uncertainty in RIM decision-making by the recipient. Meanwhile, in Solution 1, an aggregated BH message arrives simultaneously to all gNBs in the destination RIM set, providing a holistic input to the recipient gNBs.
Assuming x gNBs in recipient RIM set, each of the sending gNBs will send x messages in one round of communication. While capacity of NG interface is generally not an issue, it should be noted that the number of gNBs in the peer RIM set may be several hundreds or even thousands, placing a transmission strain (i.e. a large number of messages to transmit) on each sending gNB and reception strain (i.e. a large number of messages received) and uncertainty (i.e. unknown collection time for all messages) on each receiving gNB. Meanwhile, in Solution 1, each sending/receiving gNB will transmit/receive one single RIM BH message in one round of communication.
Observation 3: Solution 2 requires the transmission and reception of significantly more RIM BH messages per gNB than Solution 1.
In Solution 2, each gNB is responsible for acquiring and storing the TAI/Global gNB ID pairs that correspond to the destination RIM Set ID, which requires the definition of new signalling for this purpose. Meanwhile, in Solution 1, a gNB receives the list of gNBs in the peer RIM set inside incoming RIM BH messages (i.e. organically).
Observation 4: Solution 2 requires new signalling to enable the acquisition of mapping between RIM Set ID and all corresponding TAI/gNB pairs. In Solution 1, the gNBs receive the list of gNBs constituting the peer RIM set inside incoming RIM BH messages (i.e. organically).
During the SI, some companies raised a concern about the impact of Solution 1 on AMF. In our view, this is not a solid argument, because the AMF is a newly-defined node, substantially different than the MME, and it is completely reasonable that the AMF supports a number of non-legacy functions, as well. 
Observation 5: The AMF impact of Solution 1 is not of significance, since the AMF is a newly-defined node, and, as such, it should naturally support new functionalities.
Based on the above discussion the following is proposed:
Proposal 1: RAN3 to adopt Solution 1 as the baseline for normative work on RIM signaling.
Proposal 2: RAN3 to agree the NGAP and F1AP RIM BH signaling, presented in R3-191380 and R3-191381, respectively.
Conclusion
[bookmark: _In-sequence_SDU_delivery]This contribution discusses the RIM BH signalling solution. 
Observation 1: In typical deployments, AMFs will be deployed in cloud environments, in the form of a pool, where all gNBs within an AMF region will be connected to all AMFs in the pool.
Observation 2: In Solution 2, each gNB sends a separate RIM BH message to each gNB in the peer RIM set. At the receiving side, messages from different gNBs may be arriving at a destination gNB over an extended period of time, causing an uncertainty in RIM decision-making by the recipient. Meanwhile, in Solution 1, an aggregated BH message arrives simultaneously to all gNBs in the destination RIM set, providing a holistic input to the recipient gNBs.
Observation 3: Solution 2 requires the transmission and reception of significantly more RIM BH messages per gNB than Solution 1.
Observation 4: Solution 2 requires new signalling to enable the acquisition of mapping between RIM Set ID and all corresponding TAI/gNB pairs. In Solution 1, the gNBs receive the list of gNBs constituting the peer RIM set inside incoming RIM BH messages (i.e. organically).
Observation 5: The AMF impact of Solution 1 is not of significance, since the AMF is a newly-defined node, and, as such, it should naturally support new functionalities.
Based on the observations, the following is proposed: 
Proposal 1: RAN3 to adopt Solution 1 as the baseline for normative work on RIM signaling.
Proposal 2: RAN3 to agree the NGAP and F1AP RIM BH signaling, presented in R3-191380 and R3-191381, respectively.
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