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1 Introduction 
One of the goals of NR is to support applications that have stringent QoS requirements on end-to-end delay performance. Delay measurement is a key aspect of QoS/QoE verification in NR MDT.
This document proposes method for end-to-end packet delay measurement in NR MDT. Delay measurements can be used for the purposes of QoS monitoring of delay-sensitive applications such as URLLC and MMTel. 
RAN2 had an email discussion on the topic and a contribution paper summarizing the discussion has been submitted for RAN2 #105-bis meeting [1]. In this document, we refer to some of the agreements in [1] to understand the way forward towards the solution.                 
2 [bookmark: _Ref535308766][bookmark: _Ref535492080]RAN2 agreements and email discussion on Uu packet delay measurement method     
The RAN UL/DL packet delay is a component of the end-to-end UL/DL packet delay between the UE and the UPF. 
The following agreement was reached in the RAN2 email discussion [1].
Observation 1. UL end-to-end packet delay and DL end-to-end packet delay measurements should be performed separately.
For both uplink and downlink, end-to-end packet delay consists of the following components:
· CN part of the delay (NG-U delay between NG-RAN and UPF);
· RAN part of the delay (from packet entering PDCP to leaving peer PDCP) (Note: SDAP delay is very small and can be ignored).
The following division of the end-to-end delay measurement task was agreed [1]:
Observation 2. The RAN part of the UL/DL packet delay measurement should be defined by RAN2 and the CN part should be left to RAN3 and SA2.    
SA2 and SA5 posed a requirement that the UL/DL packet delay measurements should be performed on per QoS flow/5QI level. The following was agreed in [1] in order to satisfy this requirement:
Observation 3. The UL and DL packet delay measurements performed by UE and gNB, respectively, should be at DRB level. It is up to network implementation to map the DRB level UL and DL packet delay measurements reported by RAN to those on per QoS flow/5QI level.
UL delay measurement   



Figure 1 RAN part of UL delay
As shown in Figure 1, RAN part (T2-T1) of the UL delay includes:
· PDCP queuing delay in UE (plus the delay between UE pre-building RLC PDU and UE receiving UL grant, if UE pre-builds RLC PDU) (D1)
· HARQ transmission delay
· RLC delay (including segmentation/assembling and retransmission)
· F1 delay 
· PDCP re-ordering delay in gNB.
Observation 4. There are two possible solutions to be studied further in RAN2 [1]:
1. User plane solution: UE includes timestamp T1 into user plane PDU, e.g., PDCP header, for gNB to derive UL delay as T2-T1;
2. Control plane solution: 
· UE measures PDCP queuing delay D1 and reports the statistics of D1 in RRC. Most companies prefer measurement of average PDCP queuing delay;
· gNB measures the rest of the delay D2 and derives UL delay as the sum, D1+D2.
DL delay measurement
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Figure 2 RAN part of DL delay
As shown in Figure 2, RAN part (T2-T1) of the delay includes:
· Between the time instant when a packet is received by PDCP/SDAP from upper layers in the gNB side and the time instant when the relevant packet is sent from PDCP/SDAP to upper layers in the UE side.
Another definition of the delay that is the same as in LTE is also being considered [1]: The gNB measures the latency between when the packet arrives at PDCP upper SAP until successful reception of the packet in MAC lower SAP.
The following observation is also mentioned in [1]:
Observation 5. Most infra-vendors and operators would like to specify DL delay measurements. 
Observation 6. From the above discussion, we can see that for RAN UL as well as DL packet delay measurements, no solutions have been agreed upon yet in RAN2.
There are two further network scenarios to consider: split gNBs and Dual Connectivity (DC) architectures.
In split gNBs, FI interface UL/DL packet delay measurements need to be performed – these are a component of the end-to-end delays.
Similarly, for DC architectures, Xn/X2 UL/DL packet delay measurements need to be performed.    
The following was agreed upon in [1]:
Observation 7. F1 UL/DL packet delay measurements should be studied by RAN3.
Similarly, we have the following:
Observation 8. Xn/X2 UL/DL packet delay measurements should be studied by RAN3.   
Because user plane packets are transmitted over F1 and Xn/X2 using GTP-U protocol, the same packet delay measurement methods as those in Section 3 discussed below for the N3 case can be used. 
Proposal 1. UL/DL packet delay measurements can be performed over the F1 and Xn/X2 interfaces using the methods described in Section 3 for N3 packet delay measurements.
F1 packet delay measurement method
For the split gNB architecture, there are some additional considerations for RAN delay measurement that we now discuss.
We discuss below DL packet delay measurement. The UL packet delay measurement by the UE follows along the lines of the email discussion [1].  
As Figure 3 below shows, DL delay consists of the following delay components:
· PDCP queuing delay in gNB-CU;
· F1-U delay;
· RLC buffering delay in gNB-DU;
· Air interface delay.
The measurement of the delay component, PDCP queuing delay in gNB-CU, is left up to network implementation.
Proposal 1 above covers the measurement of the F1-U delay (both UL and DL).
We now discuss how to estimate the sum of the remaining delay components, RLC buffering delay in gNB-DU, and air interface delay. 
Estimation of sum of remaining delay components, RLC buffering delay and Air interface delay

We use the DL DATA DELIVERY STATUS messages transmitted by the gNB-DU to the gNB-CU that serve as ACKs to the PDCP PDUs transmitted from the gNB-CU to gNB-DU (see TS 38.425 [2]). Figure 4 below shows how this works. In the PDCP PDU transmitted by the gNB-CU the field DL report NR PDCP SN is set to the value of the PDCP PDU SN. Upon receiving this field, gNB-DU ensures that an acknowledgement to gNB-CU as soon as it receives an indication that the PDCP PDU has been successfully delivered. 
The delay estimation procedure is as follows:
1. gNB-CU notes the time T1 at which a PDCP PDU with sequence number SN is transmitted.
2. gNB-CU notes the time T2 at which it receives the DL DATA DELIVERY STATUS message that indicates that the PDCP PDU with the given SN has been successfully delivered.
3. The sum of the delay components, RLC buffering delay in gNB-DU and air interface delay, is then given by: (T2 – delayF1-UL) – (T1 + delayF1-DL), where delayF1-UL and delayF1-DL are estimates of the F1-U UL and DL delays, obtained as discussed above. 

Note that, T1 + delayF1-DL is the time the PDCP PDU was added to RLC buffer at the gNB-DU and T2 – delayF1-UL is the time gNB-DU receives an acknowledgement for successful delivery of the PDCP PDU from the lower layers.    
Proposal 2. For the split gNB architecture, the gNB CU measure DL delay based on DDDS as shown in figure 4. 



Figure 3 RAN DL delay computation in split gNB architecture



Figure 4 DL PDCP PDU and corresponding DL DATA DELIVERY STATUS  
3 N3 packet delay measurement method
The following two options are being studied in SA2.
Alternative 1. This option is for the case where QoS monitoring is performed on a per QoS Flow level. 
Observation. In this option, timestamps are added in GTP-U header of transmitted user plane packets of a QoS Flow by the transmitting node. The receiving node can then calculate packet delays by noting the time at which a packet is received. The delay measurements are per QoS Flow. The DL CN packet delay is calculated by the gNB and the UL CN packet delay is calculated by the UPF. This method assumes that the user plane nodes are time-synchronized. 
[image: ]
Alternative 2. This option is for the case where QoS monitoring is performed on a per node level.
Observation. In this option, UL/DL packet delay measurements are performed based on GTP-U Echo Request/Echo Response messages in the corresponding user plane path, independent of the corresponding PDU session and the 5QI for a given QoS Flow.
In this option, the UL/DL end-to-end delays between the UE and UPF can be determined by the UPF on a per node level only. After RAN reports to the UPF per QoS Flow/5QI level Uu DL/UL delays, UPF has to do further processing to aggregate these measurements and then add to the UL/DL CN delays calculated by this option.
We propose a third alternative.
In this option, UL/DL packet delay measurements are performed based on GTP-U Echo Request/Echo Response messages, but per QoS Flow measurements are done by adding QoS Flow ID/5QI to the Echo Request/Echo Response messages and marking the messages also with DSCP based on 5QI of the QoS flow.         
Proposal 3: Measure N3 delay by enhancing Echo Request/Response as below:
· Add QFI into Echo Request and Echo Request for UPF/RAN
· Enqueue the Echo Request/Response with the data of the QoS flow
· [bookmark: _GoBack]Mark DSCP of the IP carrying Echo Request/Response per 5QI of the QoS flow.
4 Delay measurement configuration and reporting
For the calculated Uu and N3 DL delays, the following are possible ways for RAN to report to CN:
· Option 1: Using N3 GTP-U header
· Option 2: Using dummy GTP-U header
· Option 3: Using N2 signaling
· Option 4: Reporting to TCE
Option 1 involves including the Uu delay information in GTP-U headers of UL user plane packets that are being sent to the UPF. 
Option 2 is useful if there is no UL user plane packet that is being sent to the UPF for a long time. RAN node then has to generate a dummy GTP-U packet to transfer the UL/DL Uu delay information.
Both Options 1 and 2 may have significant processing overhead at the RAN node if Uu delay measurements are available frequently and need to be transferred.
Option 3 is useful when Uu UL/DL delay measurements are carried out and reported in the control plane. The Uu delay measurements can then be reported by the RAN node to the SMF using N2 signalling.         
Option 4 should be supported since it is part of MDT reporting.
Proposal 4. RAN3 should study further which options are suitable for delay measurement reporting.   
5 Summary
RAN2 had email discussion on delay measurement. Below are our observations on RAN2 status. 
Observation 1. UL end-to-end packet delay and DL end-to-end packet delay measurements should be performed separately.
Observation 2. The RAN part of the UL/DL packet delay measurement should be defined by RAN2 and the CN part should be left to RAN3 and SA2.    
Observation 3. The UL and DL packet delay measurements performed by UE and gNB, respectively, should be at DRB level. It is up to network implementation to map the DRB level UL and DL packet delay measurements reported by RAN to those on per QoS flow/5QI level.
Observation 4. There are two possible solutions to be studied further in RAN2 [1]:
1. User plane solution: UE includes timestamp T1 into user plane PDU, e.g., PDCP header, for gNB to derive UL delay as T2-T1;
2. Control plane solution: 
· UE measures PDCP queuing delay D1 and reports the statistics of D1 in RRC. Most companies prefer measurement of average PDCP queuing delay;
· gNB measures the rest of the delay D2 and derives UL delay as the sum, D1+D2.
Observation 5. Most infra-vendors and operators would like to specify DL delay measurements. 
Observation 6. From the above discussion, we can see that for RAN UL as well as DL packet delay measurements, no solutions have been agreed upon yet in RAN2.
Observation 7. F1 UL/DL packet delay measurements should be studied by RAN3.
Observation 8. Xn/X2 UL/DL packet delay measurements should be studied by RAN3.   

Based on RAN2 status and our analysis, we have following proposals.
Proposal 1. UL/DL packet delay measurements can be performed over the F1 and Xn/X2 interfaces using the methods described in Section 3 for N3 packet delay measurements.
Proposal 2. For the split gNB architecture, the gNB CU measure DL delay based on DDDS as shown in figure 4. 
Proposal 3: Measure N3 delay by enhancing Echo Request/Response as below:
· Add QFI into Echo Request and Echo Request for UPF/RAN
· Enqueue the Echo Request/Response with the data of the QoS flow
· Mark DSCP of the IP carrying Echo Request/Response per 5QI of the QoS flow.
Proposal 4. RAN3 to study further which options are suitable for delay measurement reporting.   
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