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Introduction

In RAN2#104, the following agreements have been achieved. 
Agreements:

We go for the consolidated example 1, “adapt above RLC” + “LCID ext”

We keep LCID extension in the solution description, as this is a method to achieve 1:1 mapping

Confirm that UE is not expected to need to implement the LCID extension.  
Only Hop-by-hop ARQ in Rel-16

The Rel.16 IAB WI focuses on only “IP termination at Access IAB node”
Since IP termination at Access IAB node is agreed, each IAB node need to be allocated an IP address after power on. In IAB WID [1],  “specification of an IP address allocation mechanism for the IAB nodes” is one of the major work items. In this paper, we will discuss the IP address allocation mechanism for the IAB nodes. 

Discussion

2.1 IP address allocation mechanism for the IAB nodes
In [2], IP address allocation has been discussed, and an example of IPv6 address assignment based on Neighbour Discovery Protocol (NDP) where the DU act as an IPv6 router is provided. In NDP, 5 types of ICMPv6 messages has been defined. In that example of IPv6 address assignment, donor DU broadcasts ICMPv6 Router Advertisement (RA) to a IAB node at first. Then the IAB node generates 1 or more IPv6 addresses, and announces the IP addresses to the donor DU using ICMPv6 Neighbor Solicitation (NS).  It should be noted that the ICMPv6 NS message should be broadcast to all other nodes to guarantee the generated IPv6 address is not used by other nodes. If other node find the new-generated address has been used, it will send an ICMPv6 Neighbor Advertisement (NA) to notify that the address has been used. This is called duplicate address detection in NDP. After that, the donor DU creates a mapping between IP addresses of the IAB node and establishes the routing information for the IAB-node. 

In [3], IPv6 address allocation by NDP has been discussed. It has pointed out that NDP is not suitable to be applied in IAB network due to the following reasons:
(1)Native multicasting is required by NDP. That is some ICMPv6 messages requires to be received by all the IAB nodes in the downstream of a same donor DU in the process of IP address allocation. However, IAB network consists of multiple RLC hops does not has the capability. 
(2)Duplicate address detection of NDP is time-consuming and not efficient for IAB network. As mentioned above, the IP address is firstly generated and broadcast to all the IAB nodes to guarantee it is not used by other nodes. If it is found that some other node is using it, a new address has to be generated and broadcast again. 

Hence, IPv6 address assignment based on Neighbour Discovery Protocol could be too complex and inefficient and it is not suitable to be applied in IAB network. 

Observation 1: IPv6 address assignment based on Neighbour Discovery Protocol is not suitable to be applied in IAB network. 

In LTE, PGW is responsible to allocate an IP address to the new-connected UE. When a new UE get connected, an IP address together with other related information is sent to MME. Then MME forwards it to UE through NAS signaling, which is relayed in the air interface via RRC container for NAS messages. In this method, there’s no need for broadcasting at all. Also, duplicated address would not be allocated at all due to the centralized allocation mechanism. Hence the problems cased by IPv6 address assignment based on Neighbour Discovery Protocol could be avoided. In NR, SMF is responsible for IP address allocation for the new-connected UE in a similar way. Since MT part of IAB node is a UE of the parent IAB node in nature, it is a natural solution that MT get an IP address in legacy method.  

Observation 2: MT part of IAB node could get a IP address in legacy method. 
After MT part of an IAB node get an IP address, IAB node could use the MT’s IP address directly. Or it could contact with OAM and update an IP address according to OAM’s configuration. 

Proposal 1: IAB node could use the IP address of its MT part directly, or update its IP address according to OAM configuration.  
In addition, it is also mentioned that “IP address may also be assigned by the CU-CP via RRC” in [2]. In this method, CU-CP would be responsible for IP address allocation and directly send a RRC message to allocate a new IP address to an IAB node. This method requires that CU-CP is configured with an IP-address pool in advance, which may lead to extra RAN3 impact. For example, some RAN3 signaling may need to be defined to provide CU-CP an IP-address pool. 
Observation 3: IP address assigned at CU-CP directly requires an IP-address pool being configured at CU-CP in advance, which may lead to extra RAN3 impact. 
Conclusion

In this contribution, we discussed IP address allocation mechanism for the IAB nodes. And we have the following observation and proposals:

Observation 1: IPv6 address assignment based on Neighbour Discovery Protocol is not suitable to be applied in IAB network. 

Observation 2: MT part of IAB node could get a IP address in legacy method. 
Observation 3: IP address assigned at CU-CP directly requires an IP-address pool being configured at CU-CP in advance, which may lead to extra RAN3 impact. 

Proposal 1: IAB node could use the IP address of its MT part directly, or update its IP address according to OAM configuration.  
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