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1 Introduction
During previous RAN3 meetings, the issue of RRC re-establishment in case of RAN sharing was discussed a lot [1], then further discussions on common interface and PLMN specific for RAN sharing were continued, descriptions of issues and possible solutions were summarized in [2] [3], and new use case of shared DU non-shared CU was raised [4], this paper tries to have some further discussion based on the summary, and some suggestions were proposed. 
2 Discussion
2.1 Current status
During last RAN3 meeting, some general guidance were reached as follows:
Work on nw sharing as Rel-15 correction starting from proposals today on the table

Common or per-PLMN interface?

We work on per-PLMN interface and common interface, starting with st2 – ideally this should not run later than e.g. Q1/2 2019
As we already discussed before [1], PLMN specific interface was almost supported, since for each shared PLMN, there will be an interface, i.e. F1/E1/X2/Xn. While what needs to be done at network side is just to repeat the interface management procedure for each shared PLMN with PLMN specific information/parameters, and the corresponding procedure was already specified, which means PLMN specific interface was almost supported, except that for re-establishment case something might be missing which will be discussed in the following section which was also discussed in [5].
For common interface, however, things are different, since PLMN specific info were introduced in radio interface but not reflected in network interface, e.g. Xn/F1 setup procedure, see detailed analysis in [1], these PLMN specific parameter include: TAC, NR Cell Identity, in addition to PLMN ID, this would cause some parameters are missing in the other end of the network interface which would lead to improper operation, i.e. actually common interface is not supported by the current spec. 
Observation 1: Based on current spec, in case of RAN sharing, for bother PLMN specific interface and common interface, they were almost supported with some parts missing.
2.2 What are missing in order to support common interface and PLMN specific interface?

2.2.1 Common interface 

As pointed in [1], we think a common PLMN interface should be allowed, the main argumentations are as follows:

1. For each broadcasted PLMN in a cell, RAN2 spec allows the possibility of configuring a different or the same cell identity (36bits);

2. If transportation resources between base stations are PLMN specific, PLMN specific F1/X2/Xn interface seems reasonable; otherwise, it is not necessary for RAN sharing case

3. PLMN specific F1/X2/Xn interface requires multiple F1/Xn/X2 setup procedure, which further makes operation and maintenance complicated
4. In real field, we may see some case that one base station is shared, but its neighbour one isn’t. If PLMN specific interface should be needed, this would require the non-shared base station to repeat the configuration which unnecessarily makes things complicated.

As also briefly discussed in section 2.1, for common interface, PLMN specific info are missing in interface setup procedure, which would make common interface not efficient, since the lack of PLMN specific info in network side would make network decision, e.g. RRM strategy, not precise. Here the affected interfaces are Xn/X2/F1, and if common interface is to be supported, the re-establishment issue will not exist since there is only one common interface and all PLMN specific procedure will use this interface.
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Figure 1 common Xn/F1 interface for aggregated architecture (X2 also applied)
Observation 2: For common interface, PLMN specific info are missing in serving cell info which would make common interface not efficient, the concerning interfaces are F1, X2 and Xn.
2.2.2 PLMN specific interface
For PLMN specific interface case, taking all the discussion happened so far, we could see that for aggregated architecture, there are two interfaces concerned, i.e. Xn, see Fig.1 below.


Figure 2 PLMN specific X2/Xn interface for aggregated architecture
As could be seen from Fig.1 above, each pair of logical nodes has its own interface which is operated logically independent, here for normal RRC connection setup case, the gNB would not know the selected PLMN by the UE when receiving MSG3, see below detailed RRC setup request message. As we could see from InitialUE-Identity, there is no direct connections between ng-5G-S-TMSI-Part1/randomValue and PLMN info, but on the other hand, nothing breaks, since anyway there should be some coordination functions inside co-located gNB which will help to generate MSG4 to UE. 
RRCSetupRequest ::=                 SEQUENCE {

    rrcSetupRequest                     RRCSetupRequest-IEs

}

RRCSetupRequest-IEs ::=             SEQUENCE {

    ue-Identity                         InitialUE-Identity,

    establishmentCause                  EstablishmentCause,

    spare                               BIT STRING (SIZE (1))

}

InitialUE-Identity ::=              CHOICE {

    ng-5G-S-TMSI-Part1                  BIT STRING (SIZE (39)),

    randomValue                         BIT STRING (SIZE (39))
}

For reestablishment case/resume case, however, things are bit different, the new gNB also doesn’t know the selected PLMN info, see detailed RRCReestablishmentRequest message below, from which we could see that the new gNB could not identify the PLMN selected by UE according to this message which was also raised in [5], basically ue-Identity here is used to identify a UE.
RRCReestablishmentRequest-IEs ::=   SEQUENCE {

    ue-Identity                         ReestabUE-Identity,

    reestablishmentCause                ReestablishmentCause,

    spare                               BIT STRING (SIZE (1))

}

ReestabUE-Identity ::=              SEQUENCE {

    c-RNTI                              RNTI-Value,

    physCellId                          PhysCellId,

    shortMAC-I                          ShortMAC-I
}

Similar scenario could also be seen from RRCResumeRequest message, where resumeIdentity and resumeMAC-I are also used to identify a valid UE.
RRCResumeRequest ::=            SEQUENCE {

        rrcResumeRequest            RRCResumeRequest-IEs

}

RRCResumeRequest-IEs ::=        SEQUENCE {

    resumeIdentity                  ShortI-RNTI-Value,

    resumeMAC-I                     BIT STRING (SIZE (16)),
    resumeCause                     ResumeCause,

    spare                           BIT STRING (SIZE (1))

}

Observation 3: For PLMN specific interface, network is not aware of the selected PLMN info when receiving MSG3.
Observation 3bis: For aggregated architecture, nothing breaks when PLMN specific interface is used for normal RRC setup case, but not workable for RRC reestablishment/RRC resume case.

For disaggregated architecture where there is gNB-CU and gNB-DU, we will further have two sub-cases, shared DU/shared CU and shared DU/non-shared CU

Figure 3 PLMN specific X2/Xn/F1 interface for dis-aggregated architecture
As could be seen form figure 3, for share CU/shared DU case, there could be a common interface as in figure 1 or a PLMN specific interface as in this figure, while for share DU/non-shared CU case, PLMN specific interface has to be deployed since gNB-CU is not shared and should be physically independent. 
For both cases when PLMN specific interface is deployed, the main issue was already pointed in [5] that for RRC re-establishment case, the gNB-DU doesn't know which interface to use when receiving a MSG3, since there is no PLMN related info include in MSG3, i.e. gNB-DU could not identify to which PLMN the received MSG3 belongs, here we should note that the MSG3 applies to both normal RRC setup and RRC reestablishment bases.
Another thing we should note that is, when checking Figure 3, we could see that this shared DU/non-shared CU case would cause a confusion that a gNB-DU is now connecting to more than one gNB-CU, someone would argue that a logical gNB-DU is still restricted to only one gNB-CU, but now as a matter of fact, it is possible that different gNB-CU is able to raise resource requirements to the MAC/PHY resource resided in the same gNB-DU, which actually is not in line with the original design approach of one gNB-DU being managed by only one gNB-CU.
Observation 4: For shared DU/non-shared CU case, it is possible that different gNB-CU is able to raise resource requirements to the MAC/PHY resource resided in the same gNB-DU, which actually is not in line with the original design approach of one gNB-DU being managed by only one gNB-CU.

2.3 Possible solution options

2.3.1 Solution to common interface

For common interface, from the discussions and analysis above, the direct solution is to include PLMN specific info in “Served Cell Information” and “Neighbour Information” as well over F1/X2/Xn interface for RAN sharing case, where X2 interface is for EN-DC and F1/Xn for NG-RAN. With this approach, we don’t have to establish PLMN specific X2/Xn/F1 interface at network side, i.e. a common X2/Xn/F1 interface is also allowed.
Proposal 1: To support common interface, agree to include PLMN specific info in “Served Cell Information” and “Neighbour Information” as well, over X2/Xn/F1 interface for RAN sharing case.
2.3.2 Solution to PLMN specific interface

For PLMN specific interface, as analyzed in section 2.2.2, for both RRC reestablishment case and normal initial access case, the root cause is that gNB-DU doesn’t know to which PLMN the received MSG3 belongs to. Based on this understanding, we could have the following possible options.
If MSG3 content is kept unchanged, actually the gNB-DU would not recognize this UE, see the RRCSetupRequest message content below:

While in MSG5, there is an IE indicating the selected PLMN, see below MSG5 message content:

RRCSetupComplete ::=                SEQUENCE {

    rrc-TransactionIdentifier           RRC-TransactionIdentifier,

    criticalExtensions                  CHOICE {

        rrcSetupComplete                    RRCSetupComplete-IEs,

        criticalExtensionsFuture            SEQUENCE {}

    }

}

RRCSetupComplete-IEs ::=            SEQUENCE {

    selectedPLMN-Identity               INTEGER (1..maxPLMN),
    registeredAMF                       RegisteredAMF                                   OPTIONAL,

    guami-Type                          ENUMERATED {native, mapped}                     OPTIONAL,

    s-nssai-List                        SEQUENCE (SIZE (1..maxNrofS-NSSAI)) OF S-NSSAI  OPTIONAL,

    dedicatedNAS-Message                DedicatedNAS-Message,

    ng-5G-S-TMSI-Value                  CHOICE {

        ng-5G-S-TMSI                        NG-5G-S-TMSI,

        ng-5G-S-TMSI-Part2                  BIT STRING (SIZE (9))

    }                                                                                   OPTIONAL,

    lateNonCriticalExtension            OCTET STRING                                    OPTIONAL,

    nonCriticalExtension                SEQUENCE{}                                      OPTIONAL
}

As we could see, only upon reception of MSG5 would the gNB-CU be aware of the selected PLMN info, while for MSG3, there is no means for gNB-CU to know the selected PLMN, since the 5G-S-TMSI is allocated by the original registered MME while the randomValue is allocated by UE, both of the two IEs have no clue about the possible PLMN info to be selected, even no way to be pre-configured by OAM.
Observation 5: For both shared DU/shared CU and shared DU/non-shared CU case, if PLMN specific interface is to be implemented, the gNB-DU could not identify to which PLMN the received MSG3 belongs, and consequently doesn’t know over which interface to transfer MSG3.
Based on the observation above, we could try the solution options following two directions, one direction is to allow gNB-DU to know the selected PLMN info, the other one is to allow gNB-CU/gNB-DUC to handle MSG3 regardless the interface to be used.
Option 1: Enable gNB-DU to understand the PLMN to which the MSG3 belongs
This solution was actually discussed in [5], i.e. to include the selected PLMN info in the MSG3. Technically this is a straight forward way, and applies to both RRC reestablishment case and normal initial access case; however, MSG3 is size sensitive, and it seems a bit later to have Uu interface impact change at this stage, which is also out of RAN3 scope, and we should prefer a solution whose potential impacts could be left within network side.
Observation 6: To include selected PLMN info in MSG3 is a straight forward way, but have RAN2 impact.

Option 2: gNB-DU transmits MSG3 over all PLMN specific interfaces and wait for the correct gNB-CU to respond
For this solution, we assume that gNB-DU is preconfigured with RAN sharing scenario, so gNB-DU knows the situation of not knowing which interface to use upon reception of MSG3, so just transmits MSG3 over all logical interfaces, there is no need for gNB-DU to take additional actions, while the correct gNB-CU of other end just responds accordingly. 

Here, as we analyzed, anyway there should be some coordination function resided in gNB-CU to take care of RAN sharing scenario, and the response message is MSG4 which just contains SRB1 L1/L2/L3 configurations which could be reconfigured later, see below RRCSetup message. With this logic, it is a simple way that any logical gNB-CU could respond a basic/default set of SRB1 configurations, regardless of the PLMN which this UE will select. 
RRCSetup ::=                        SEQUENCE {

    rrc-TransactionIdentifier           RRC-TransactionIdentifier,

    criticalExtensions                  CHOICE {

        rrcSetup                            RRCSetup-IEs,

        criticalExtensionsFuture            SEQUENCE {}

    }

}

RRCSetup-IEs ::=                    SEQUENCE {

    radioBearerConfig                   RadioBearerConfig,

    masterCellGroup                     OCTET STRING (CONTAINING CellGroupConfig),

    lateNonCriticalExtension            OCTET STRING                                                            OPTIONAL,

    nonCriticalExtension                SEQUENCE{}                                                              OPTIONAL
}

Here we may have to look at shared DU/shared CU and share DU/non-shared CU separately:

· For shared DU/shared CU

Since for this case, the shared CU could coordinate with a response from one interface, and use the right interface for later messages after receiving MSG5, and gNB-CU should try to establish upon reception of MSG5, while gNB-DU should try to establish UE contexts when receiving further DL F1 AP message, e.g. UE CONTEXT SETUP message. 
· For shared DU/non-shared CU

While for this case, since gNB-CU is not shared/co-located, it might be difficult for different CU to coordinate with each other; if gNB-DU receives different messages, e.g. MSG4 from different gNB-CU, gNB-DU just needs to use one of them and discard others, since as discussed above, SRB1 configurations could be a common one. After receiving MSG5 at gNB-DU, gNB-DU could still forwards to every connected gNB-CU, RRC setup procedure ends normally, while the right gNB-CU should also try to establish the corresponding UE contexts upon reception of MSG5, and similar for gNB-DU when receiving further DL F1 AP message. In short, gNB-DU just transmits MSG3 over all logical interfaces, then the rest could be left to network implementation.  
Observation 7: Assuming the SRB1 configuration could be initially a common one among shared PLMN, the option of gNB-DU transmitting MSG3 over all interfaces is a simpler.

Here the UE contexts concerning PLMN specific interface part are mainly about the mapping info between a PLMN specific interface and the UE AP ID, as we know that gNB-DU would get the selected PLMN info from the Serving PLMN IE.
Above analysis are mainly for initial access case, while for RRC resume case or RRC reestablishment case when a new gNB-CU is involved, this new gNB-CU could follow similar logic that just use all Xn interfaces to transmit UE context retrieval message, see below RRCReestablishmentRequest message and RRCResumeRequest message.

If Xn/X2 interface is to be involved for RRC establishment/RRC resume cases, similar mechanism could be adopted, i.e., if gNB-CU is shared, then new gNB-CU just transmits the context retrieval message over all the interface while waiting for the source side to respond over the right one; if gNB-CU is not shared, the right source gNB-CU would pass the authority check and give response while other gNB-CUs will not, so the new gNB-CU also knows which is the correct F1 interface to respond (here it is a reasonable assumption that each gNB-CU would maintain F1/X2/Xn interface info for each shared PLMN).
From the analysis above, we could see that solution option 2 could work for both shared DU/shared CU and shared DU/non-shared CU cases, with the assumption that SRB1 configuration could be common among shared PLMN.
Proposal 2. To support PLMN specific interface, it is proposed RAN3 discuss both solution options and agree the option 2, i.e. gNB-DU transmits MSG3 over all PLMN specific interfaces for initial access, similar mechanism could also be applied to RRC establishment/RRC resume cases.
Here we should note that similar handling could also be applied to MSG5, since as mentioned above, when MSG5 arrives at gNB-CU side, each logical gNB-CU entity will understand if this MSG5 is for itself or not, then only the right one should respond.
3 Conclusion and Proposals
Based on the discussion, we have the following observations and proposals:

Observation 1: Based on current spec, in case of RAN sharing, for bother PLMN specific interface and common interface, they were almost supported with some parts missing.
Observation 2: For common interface, PLMN specific info are missing in serving cell info which would make common interface not efficient, the concerning interfaces are F1, X2 and Xn.
Observation 3: For PLMN specific interface, network is not aware of the selected PLMN info when receiving MSG3.

Observation 3bis: For aggregated architecture, nothing breaks when PLMN specific interface is used for normal RRC setup case, but not workable for RRC reestablishment/RRC resume case.

Observation 4: For shared DU/non-shared CU case, it is possible that different gNB-CU is able to raise resource requirements to the MAC/PHY resource resided in the same gNB-DU, which actually is not in line with the original design approach of one gNB-DU being managed by only one gNB-CU.

Observation 5: For both shared DU/shared CU and shared DU/non-shared CU case, if PLMN specific interface is to be implemented, the gNB-DU could not identify to which PLMN the received MSG3 belongs, and consequently doesn’t know over which interface to transfer MSG3.
Observation 6: To include selected PLMN info in MSG3 is a straight forward way, but have RAN2 impact.

Observation 7: Assuming the SRB1 configuration could be initially a common one among shared PLMN, the option of gNB-DU transmitting MSG3 over all interfaces is a simpler way.
Proposal 1: To support common interface, agree to include PLMN specific info in “Served Cell Information” and “Neighbour Information” as well, over X2/Xn/F1 interface for RAN sharing case.
Proposal 2. To support PLMN specific interface, it is proposed RAN3 discuss both solution options and agree the option 2, i.e. gNB-DU transmits MSG3 over all PLMN specific interfaces for initial access, similar mechanism could also be applied to RRC establishment/RRC resume cases.

Corresponding CRs on common interface could be referred to [6][7][8], and stage 2 clarifications [9][10] for PLMN specific interface.
4 References
[1] R3-185739, Discussion on RRC re-establishment in case of RAN sharing (Huawei)
[2] R3-185248, Summary of offline discussion on RRC re-establishment in case of RAN sharing, Huawei
[3] R3-186518, Way forward on RRC Re-establishment and RAN Sharing discussion, KDDI Corporation, Samsung, Nokia, Nokia Shanghai Bell
[4] R3-186859, RAN sharing with multiple Cell ID broadcast, Ericsson, Interdigital

[5] R3-185845, Further analysis of RRC re-establishment in case of RAN sharing, Nokia, Nokia Shanghai Bell

[6] R3-190582, CR to 38.473 on corrections to common interface in case of RAN sharing, Huawei, Samsung

[7] R3-190583, CR to 38.423 on corrections to common interface in case of RAN sharing, Huawei, Samsung

[8] R3-190584, CR to 36.423 on corrections to common interface in case of RAN sharing, Huawei, Samsung

[9] R3-190585, pCR to 36.300 on clarifications for RAN sharing, Huawei

[10] R3-190586, CR to 38.401 on clarifications for RAN sharing, Huawei






Logical


gNB_n





Logical


gNB_n





Common Xn





Physically Co-located





Physically Co-located





Physically Co-located





Common F1











Logical


gNB_n





Common Xn





Logical


gNB-DU_n





Logical


gNB-CU_n





Physically Co-located





Physically Co-located











Logical


gNB_n





Logical


gNB_n





Xn for PLMN_n





Physically Co-located





Physically Co-located





For reestablishment case, new gNB doesn’t know to which PLMN the received RRCReestablishmentRequest belongs?





To which PLMN MSG3 belongs?


Over which interface to transfer MSG3?





Physical


gNB-CU_2











Logical


gNB-CU_n





Xn for PLMN_1





Logical


gNB-DU_n





Physical


gNB-CU_1





F1 for PLMN_n











Logical


gNB-CU_n





Xn for PLMN_n





Logical


gNB-DU_n





Logical


gNB-CU_n





Physical


gNB-CU_3





Xn for PLMN_2





Xn for PLMN_3





PLMN_1 F1





PLMN_2 F1





PLMN_3 F1





Physically Co-located





Physically Co-located





Physically Co-located





Physically Co-located





Physically Co-located





Share CU, shared DU





Share DU, non-shared CU









1/7


