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1	Introduction
[bookmark: _Hlk524961814][bookmark: _Toc474247438][bookmark: _Hlk525034077]The Study on NR Industrial Internet of Things as agreed in [1] comprises the following objective to be addressed: 
“PDCP duplication with more than 2 copies leveraging (combination of) DC and CA, whereupon data transmission takes places from at most two nodes: assessment of the gains, and if beneficial, study the associated solutions.”
Potential enhancements for supporting PDCP duplication with combination of DC and CA have been discussed in RAN2 concluding that up to 4 legs (RLC entities) should be supported for NR, and network should be allowed dynamically to control how a subset of legs are used for PDCP duplication [see “Rapporteur summary and conclusions”, proposals 2 and 3].
This paper discusses the solutions for enhancing PDCP duplication to support scenarios where multiple legs are utilized in SgNB, their benefits, as well as its RAN3 impact.
2	Discussion
Results in R3-185547 show that when adopting packet duplication, a significant reduction in the URLLC latency at the 5-nine reliability can be achieved at PDCP level even for applications that require ~1ms latency (at least in low URLLC load scenarios).  
However, the Rel.16 NR IIoT aims to serve new use cases with more stringent requirements, such as Factory Automation which requires up to 8-nines availability, 10y mean-time-between-failures, and <1ms latency [TS 22.104]. Therefore, it can be seen beneficial to study whether further reliability enhancements could be achieved by allowing duplication over more than 2 legs with combination of DC and CA. [1]
There are number of reasons why delivering a packet within a strict latency bounds may fail, such as temporary fading or blockage of radio signal, link adaption errors, or scheduling delay. Such errors are not fully time correlated across different legs which implies that extension of duplication to support more legs indeed can offer reliability improvements.
In order to support all relevant scenarios with up to 4 legs, Xn signaling should be extended to support configuration of two (or more) legs per node. Examples of such scenarios include scenarios where multiple carriers are deployed in each node (e.g. outdoor macro cells or indoor SCs with two or more carriers), and HetNet scenarios where MgNB is used as an overlay (e.g. macro or SC on a lower band) for SgNBs with multiple carriers (e.g. SCs operating on a higher frequency band), as illustrated in Figure 1. 
Proposal 1: Support configuration of multiple legs in a node.
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[bookmark: _Ref516784]Figure 1 – Example scenarios with multiple legs in SgNB
[bookmark: _Toc474247441]On the other hand, it is also recognized that duplication introduces overhead and thus reducing number of unnecessary duplicates is desirable [1][2][3]. To reduce the duplication overhead, the network should be able to dynamically control which of the configured legs are used for PDCP duplication, as proposed also in [see “Rapporteur summary and conclusions”, proposal 4]. 
Currently MgNB decides whether to duplicate packets, and thus knows which of the legs are used for transmitting the packet via CA or DC. Such decision can be made e.g. based on estimated link qualities, cell load, and QoS parameters.
Therefore, in the case that multiple legs (component carriers) are deployed in SgNB, it seems beneficial to allow MgNB to indicate also which legs should be used for transmitting packets within SgNB as this would allow to select subset of legs across both nodes in a coordinated fashion. For example, in case of two copies, if packet is transmitted over CC1 in MgNB, MgNB could indicate to SgNB that it should transmit a duplicate on CC2, and vice versa. Similarly, it would allow MgNB to indicate whether SgNB should transmit duplicates over single or multiple legs (e.g. depending on which legs, if any, are used in MgNB).
Proposal 2: Indicate which legs should be used in a node to transfer a packet.
Even though there are benefits of allowing MgNB to control the overall leg usage, in some situations, it may be also beneficial to allow SgNB to override the indication provided by MgNB. For example, in the case that SgNB detects a sudden drop in a leg quality, SgNB should be allowed to choose a different leg.
Proposal 3: Allow a node to transfer a packet using a different leg. 
In the case that multiple legs (multiple copies) are indicated, MgNB could still send only one copy of the packet over Xn interface, while SgNB could copy packet and transfer it to the indicated legs. Such functionality of copying and transferring packets at the SgNB is rather light, as it does not require any PDCP protocol knowledge, i.e. no need to inspect the sequence numbers, but it would reduce the load and delays in Xn transport.
Proposal 4: Duplicate a packet in a node to transfer the packet over multiple legs.
3	Conclusions
In this paper we have discussed the resource efficiency challenges of packet duplication and proposed potential enhancements for the downlink. Accordingly, we have made the following conclusions and observations:
Proposal 1: Support configuration of multiple legs in a node.
Proposal 2: Indicate which legs should be used in a node to transfer a packet.
Proposal 3: Allow a node to transfer a packet using a different leg. 
Proposal 4: Duplicate a packet in a node to transfer the packet over multiple legs.
The above proposals are captured in the TP below (see Appendix), to be added in the TR 38.825. (Please note, the problem description in 4.2.x.1 is based on the rapporteur’s proposal in a TP to be discussed in RAN2. If agreed, only the last paragraph may remain as the problem statement.)
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Appendix:	Text Proposal for TR 38.825
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4.2	Enhancements to PDCP duplication
[bookmark: _Toc528239032]4.2.1	Protocol aspects
Editor’s note: RAN2 responsibility
[bookmark: _Toc528239033]4.2.2	Radio access network aspects
Editor’s note: RAN3 responsibility
4.2.x	Duplication with multiple legs in the SN
4.2.x.1	Problem statement
The benefit in supporting up to four (4) copies can give the NW freedom, in certain architectural deployment scenarios, e.g. using CA or DC, to configure towards achieving consistent reliability using several concurrent radio links that dynamically vary in reliability and latency. Duplication increases overhead as well as protocol complexity and use of more than two copies is not expected to be a common configuration. 
Multiple RLC entities/legs give better possibilities for varying link characteristics and selecting for which radio links duplication is active. This facilitates having duplicated PDUs transmitted, possibly dynamically, on selected radio link(s) in a subset of a total number of configured RLC entities/legs. For example, the active subset of configured RLC entity/leg and/or carriers can be dynamically switched to support flexible transmission of PDCP PDUs. In addition, supporting multiple configurable RLC entities/legs also supports different architectural deployments and combinations, e.g. DC in combination with CA or other.
Enabling duplication with multiple legs require signaling that enables the MN to configure all the needed RLC entities in the SN and then indicates how they are used.
4.2.x.2	Solution description
Up to four (4) RLC entities may be configured for PDCP duplication. If multiple RLC entities are configured in SgNB, MgNB sends only one copy of the packet over Xn and indicates, potentially dynamically, which of the SgNB entities should be used for duplication.
4.2.x.3	Evaluation (benefits and limitations)
According to TS 22.104 most of the industrial applications can tolerate single packet error (packet not delivered within latency bounds), while 2 or more consecutive errors leads to exceeding of application survival time which is more critical from the application view point. 
Especially for applications with very short periodicity (e.g. 0.5-1ms) there may not be enough time to react to packet errors with corrective actions before next packet arrives, and therefore packet errors within each leg may have high correlation leading to exceeding of application survival time. 
The errors across different legs, however, can be assumed to have lower correlation (compared to the errors within single leg), which implies that extending number of RLC entities from 2 to 4 can offer reliability benefits, depending on how correlated the errors across different legs are, and what is the quality of each of the legs (e.g. in terms of signal strength, load, and interference). 
Furthermore, if errors within individual legs are highly correlated, transmitting subsequent packets over different subsets of legs (i.e. applying leg switching) may achieve most of the reliability benefits, but with less overhead.
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