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1
Introduction
At RAN3#101bis, discussion was initiated on accurate reference timing delivery for TSN. The following issues were identified [1]:
-
How to deliver time information to gNBs operating in a TSN network (e.g. GNSS, gPTP, etc).

-
Whether and how to achieve synchronization between gNB and UPF and between gNBs operating in a TSN network.

-
What is the achievable synchronization accuracy from the RAN network perspective.

In this paper, we provide our analysis of the above issues. 

2
Discussion

2.1
Overview of time synchronization options
Three different options for time synchronization using TSN are described in TR 23.723 section 6.11.1 [2], and summarized as follows:
Option 1: Transport of 802.1AS messages over the 5G system to convey timing to the UE. In this option, the 5G system appears as an 802.1AS compliant entity that allows northbound and southbound nodes to use 802.1AS standardized signalling to exchange time information.

Option 2:  Conveying timing to the UE via 5G specific signalling, e.g. via 5G broadcast/frame structure. In this option, the 5G RAN utilizes its fine-frame structure (e.g. at PHY symbol level) to convey precise timing to the UE. The 5G RAN receives the TSN timing information via direct connectivity with the TSN master clock, e.g. by having an embedded TSN client within the gNB (this option does not use UE specific 802.1AS messages).
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Figure 6.11.1-1: Time synchronization for UE with 5G signalling (Option 2)
Option 3: Conveying timing through 5G to UE that act as boundary master clocks towards connected TSN device using 802.1AS messages and by exploiting 5G specific broadcast/unicast signalling to synchronize over Uu. In this option, the 5G RAN utilizes its fine-frame structure (e.g. up to sample level) to convey precise timing to the UE. The 5G RAN receives the TSN timing information from the TSN master clock, e.g., via underlying transport network by using an embedded PTP slave entity within the gNB. Similarly, UPF is synchronized with TSN master clock with embedded PTP slave entity. In this option, the 5G system appears as an 802.1AS compliant entity that allows 5G system to use 802.1AS standardized signalling to exchange time information with neighbouring entities.
Figure 6.11.1-2 illustrates an example of synchronizing TSN entities trough 5G with external TSN clock. The figure for synchronization is independent of TSN mode, thus TSN architectural aspects are not shown.
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Figure 6.11.1-2 Overview for time synchronization with external clock mode approach (option 3) 

2.2
Option 1

Option 1 was discussed at RAN3#101bis based on [3], and it was agreed that RAN3 should wait for further progress in RAN2/SA2 regarding the feasibility of timing solutions based on transparent delivery. Therefore, Option 1 is out of scope of this paper.
2.3
Option 2
Option 2 does not describe synchronization of UPF, but otherwise everything that is analysed for option 3 applies unless stated otherwise. 

 
2.4
Option 3
2.4.1
Delivering of TSN time information 
Both the gNB and UPF can obtain time information from external TSN grand master (GM) clock entity via underlying PTP capable transport network.  The time information can also be obtained from local on-site GNSS receiver or from local TSN GM clock entity.

2.4.2
Mutual synchronization between 5G nodes with TSN grand master
When the UPF and gNBs are synchronized with the same GM clock, then they are mutually synchronized. Obtainable accuracy is analysed in section 2.4.3.
2.4.3
Synchronization accuracy with TSN grand master 
Regarding the achievable absolute synchronization accuracy of network nodes, the number of hops from the GM in PTP clock delivery tree will add uncertainty, depending on e.g. delay symmetry, stability of intermediate clocks and precision on PTP time stamping. 
Relative synchronization accuracy between network nodes depends similarly on individual PTP hops, while number of common hops reduce only absolute accuracy.  
Both absolute and relative Time Error (TE) are shortly analysed for the following scenarios. 
1.
Synchronization of node from local on-site GNSS receiver e.g. in case of smart grid use case.  
2.
Synchronization with local TSN grand master clock entity in case of small service area.
3.
Synchronization with remote TSN grand master clock entity using cascaded IEEE-1588 / PTP capable transport network connection. 
2.4.3.1
Local on-site GNSS as TSN grand master
ITU-G.8271 [4] provides minimum requirement for absolute synchronization accuracy of |TE| ≤ 100ns for GNSS. This value is valid for normal, locked operating conditions. In case of local on-site GNSS receiver at both nodes, the relative accuracy is 2 x absolute maximum |TE|.
2.4.3.2
Local on-site TSN grand master

In case of local on-site grand master, TE is considered negligible e.g. |TE| < 20ns. 
2.4.3.3
Remote TSN grand master distributed via cascaded PTP connections
As per ITU-G.8721, the accumulated TE, TE(t), at any reference point may be expressed in terms of a constant and a dynamic TE component, indicated as cTE and dTE(t), respectively. 
𝑇𝐸(𝑡) = 𝑐𝑇𝐸 + 𝑑𝑇𝐸(𝑡)
Constant TE component is immune to filtering and is caused e.g. by asymmetries in transmission medium clock entities. Dynamic TE is related to random noise accumulation and can be mitigated by low pass filtering. Dynamic TE is further de-composed into decorrelated low band and high band components, dLTEL and dHTE respectively. Furthermore, linkTE represents constant TE due to symmetry of link.  
In a chain of time clocks, where the N nodes are indexed by the letter i, and the (N – 1) links are indexed by the letter j, the maximum absolute TE at the output of the Nth node can be upper bounded as:
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Equation 1:  Maximum absolute TE in cascaded PTP connections
The following are typical assumptions:
-
cTEi = 20 ns

-
LinkTEj = 0

-
dLTEi = 20 ns

-
dHTEN = 35 ns
The following figure shows maximum |TE| versus number of hops based on the above assumptions.
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Figure 1: Maximum |TE| vs number of hops.
Relative time error between two nodes connected by number of N hops, assuming that TSN GM co-locates with either of the nodes can be estimated from the figure 1.  
3
Summary and Conclusions
In this paper, we have examined how to deliver time information to gNBs in case of synchronization options #2 and #3 described in TR 23.734 section 6.11.1, and the synchronization accuracy with the TSN GM clock.
The conclusions are summarized in Table 1 below. The table is applicable for both gNB (option 2 and 3) and UPF (option 3).
Relative accuracy between two nodes with assumption that GM co-locates with either of nodes can be estimated same as maximum absolute |TE| value of remote TSN GM case. In case of local on-site GNSS receiver at both nodes, the relative accuracy is 2 x absolute maximum |TE|.
	Synchronization source
	Synchronization accuracy Maximum Absolute TE between TSN GM and 5G node

	Local on-site GNSS receiver (GPS is TSN GM clock). 
	|TE| = 100 ns

	Local on-site TSN GM clock
	TE is negligible.

	Remote TSN GM clock entity using cascaded PTP capable transport network connections
	|TE| ~N*40ns, where N is number of PTP hops. 


Table 1: Obtainable synchronization accuracies at 5G network node for various timing delivery options
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Start of Text Proposal
6.4
Accurate reference timing provisioning
Editor’s note: RAN2 responsibility with potential network interfaces impacts handled by RAN3
6.4.1
Delivering of TSN time information 
Both the gNB and UPF can obtain time information from external TSN grand master (GM) clock entity via underlying PTP capable transport network.  The time information can also be obtained from local on-site GNSS receiver or from local TSN GM clock entity.
When the UPF and gNBs are synchronized with the same GM clock, then they are mutually synchronized.
6.4.2
Synchronization accuracy

Regarding the achievable absolute synchronization accuracy of network nodes, the number of hops from the GM in PTP clock delivery tree will add uncertainty, depending on e.g. delay symmetry, stability of intermediate clocks and precision on PTP time stamping. 
Relative synchronization accuracy between network nodes depends similarly on individual PTP hops, while number of common hops reduce only absolute accuracy.  
Both absolute and relative synchronization accuracies are shortly analysed for the following scenarios. 
1.
Synchronization of node from local on-site GNSS receiver e.g. in case of smart grid use case.  
2.
Synchronization with local TSN grand master clock entity in case of small service area.

3.
Synchronization with remote TSN grand master clock entity using cascaded IEEE-1588 / PTP capable transport network connection. 
6.4.2.1
Local on-site GNSS as TSN grand master

ITU-G.8271 [4] provides minimum requirement for absolute synchronization accuracy of |TE| ≤ 100ns for GNSS. This value is valid for normal, locked operating conditions. In case of local on-site GNSS receiver at both nodes, the relative accuracy is 2 x absolute maximum |TE|.
6.4.2.2
Local on-site TSN grand master

In case of local on-site grand master, TE is considered negligible e.g. |TE| < 20ns. 
6.4.2.3
Remote TSN grand master distributed via cascaded PTP connections

As per ITU-G.8721, the accumulated TE, TE(t), at any reference point may be expressed in terms of a constant and a dynamic TE component, indicated as cTE and dTE(t), respectively. 
𝑇𝐸(𝑡) = 𝑐𝑇𝐸 + 𝑑𝑇𝐸(𝑡)
Constant TE component is immune to filtering and is caused e.g. by asymmetries in transmission medium clock entities. Dynamic TE is related to random noise accumulation and can be mitigated by low pass filtering. Dynamic TE is further de-composed into decorrelated low band and high band components, dLTEL and dHTE respectively. Furthermore, linkTE represents constant TE due to symmetry of link.  
In a chain of time clocks, where the N nodes are indexed by the letter i, and the (N – 1) links are indexed by the letter j, the maximum absolute TE at the output of the Nth node can be upper bounded as:
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Equation 1:  Maximum absolute TE in cascaded PTP connections

The following are typical assumptions:

-
cTEi = 20 ns

-
LinkTEj = 0

-
dLTEi = 20 ns

-
dHTEN = 35 ns

The following figure shows maximum |TE| versus number of hops based on the above assumptions.
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Figure 1: Maximum |TE| vs number of hops.

Relative time error between two nodes connected by number of N hops, assuming that TSN GM co-locates with either of the nodes can be estimated from the figure 1.  
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