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1 Introduction
During existing handover procedure, for the QoS flow that requires lossless handover, the direct /indirect data forwarding tunnel is used to forward packets from the source RAN node to the target RAN node. This forwarding tunnel introduces additional latency and jitter within RAN and CN. Furthermore, if no forwarding tunnel is used, the DL path will be interrupted during HO execution until the establishment of GTP-U tunnel towards the target RAN node finished. However, for URLLC service, both low latency and lossless transmission are important, the Key Issue#2 in SA2 TR 23.725 is proposed to avoid the additional latency due to data forwarding while keeping the lossless requirement during handover procedure.
To resolve this KI, i.e. supporting low latency and low jitter during handover procedure, one solution#5 is added in SA2 TR 23.725. The basic idea is to enhance existing N2 and Xn based handover that the target N3 tunnel will be established as soon as “Handover Required” is sent by source RAN node and be used to transmit data as long as the DRB is established during handover procedure, which is called "enhanced handover", so as to avoid the additional latency and jitter brought by data forwarding and/or data path switch on CN side. 
As mentioned in Liaison, one solution is included, and RAN2, RAN3 are requested to provide feedback of the feasibility and potential issue of the solution.
In this contribution, we show our opinions on it and try to give some reply.
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2.1 Impacts to RAN3
The solution in SA2 LS (S2-1811556, R3-186312) is described as follow. There are two alternatives, namely Enhanced N2 based handover (N2 based solution) and Enhanced handover with Xn (Xn based solution), we will analyse the impact to RAN3 as following.



For N2 based solution, 

Figure-1 Enhanced N2 based handover (N2 based solution)
For the N2 based solution, the impacts to RAN3 is highlighted in red colour in figure-1, i.e. the handover command in step-12a is sent when the source RAN node detect the indication of the start of redundant transmission. The indication may be included in GTP-U header and the source RAN node need keep monitoring this user-plane indication after the step-1 Handover Required is sent.
From our understanding, it needs a little more work load in source RAN node to detect the indication in user-plane. However, this detection of indication only lasts for a very short period of time, i.e. starts detecting the indication from Handover Required. However, the work load should be tolerable since the detection only last for decades of mili-seconds.
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Figure-2 Enhanced handover with Xn (Xn based solution)
 For Xn based procedure, the impacts to RAN3 is mentioned in red colour as figure-2, where it has two impacts:
· The interaction between RAN and CN (which are used for establish the target N3 tunnel and data transmission) is executed before the handover in RAN side is completed. 
· The handover command sent by source RAN node is performed after receiving the indication in user-plane, which is the same impact as N2 based solution.
For the bullet-1, the state machine needs to be changed for handover procedure in RAN node, which means after a certain step in RAN handover procedure, e.g. source RAN node receives handover request acknowledgement message, the source RAN node needs to send N2 message to CN for target PDU session establishment. From our understanding, it has somehow bigger impact to exsiting mechanism than N2 based solution.
For bullet-2, the impact analysis is same as N2 based solution.

Observation-1: From RAN3 perspective, it can support that the source RAN node send Handover Command to UE after receiving the indication in user-plane. It needs more work load on in source RAN node to detect the indication in user-plane. However, from RAN3 perspective, this detection of indication only lasts for a very short period of time, e.g. starts detecting the indication from Handover Required.
Observation-2: From RAN3 perspective, to support the interaction between RAN and CN before HO is completed in RAN in case of Xn based solution, the state machine needs to be changed in source RAN node. The impacts is relatively higher than N2 based solution in solution#5.

2.2 Avoidance of the additional delay/jitter incurred by data forwarding during handover procedure
For handover in macro network, the Xn based data forwarding is usually performed via aggregate point, it costs about several mili-seconds or even longer 
As end to end delay for URLLC service is also about several mili-seconds defined in SA1 TR 22.261, the additional delay/jitter incurred by data forwarding during handover will be intolerable for URLLC services. Therefore, the SA2 solution makes sense to avoid the additional delay incurred by data forwarding during handover procedure.
Observation-3: the avoidance of data forwarding makes sense to guarantee the end to end latency for URLLC services during UE mobility.

2.3 Any related study in RAN3
Observation-4: There is no related study in RAN3 now.

3 Conclusion
Based on the discussion above, we made the following observations: 
Observation-1: From RAN3 perspective, it can support that the source RAN node send Handover Command to UE after receiving the indication in user-plane. It needs more work load on in source RAN node to detect the indication in user-plane. However, from RAN3 perspective, this detection of indication only lasts for a very short period of time, i.e. starts detecting the indication from Handover Required.
Observation-2: From RAN3 perspective, to support the interaction between RAN and CN before HO is completed in RAN in case of Xn based solution, the state machine needs to be changed in source RAN node. The impacts is relatively higher than N2 based solution in solution#5.
Observation-3: the avoidance of data forwarding makes sense to guarantee the end to end latency for URLLC services during UE mobility.
Observation-4: There is no related study in RAN3 now.
Proposal-1: based on the observation above, RAN3 sends the reply LS to SA2 as proposed in R3-186563.
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