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1   Introduction
In flow level offloading by SN Addition/Modification procedure, the SN may establish bearer requiring MCG resource, i.e. SN terminated split/MCG bearer. In this case, SN need to know the MN side TNL address to deliver the DL data to MN for the bearer. However, this is not supported by current procedure. Last meeting discussed this issue in both dual connectivity agenda item (10.8) and data forwarding agenda item (10.5.6.4). 
AI 10.8 identified two candidate solutions with summary in R3-186186 [1]:
· Solution 1: Send MN DL TNL address to SN in a class 2 message after SN Addition/Modification Request Acknowledge
· Solution 2: Pre-allocate MN DL TNL address per QoS flow.

Observation 1: Last meeting identified two candidate solutions for MN DL TNL address information delivery:
· Solution 1: Send MN DL TNL address to SN in a class 2 message after SN Addition/Modification Request Acknowledge

· Solution 2: Pre-allocate MN DL TNL address per QoS flow.

AI 10.5.6.4 agreed solution 1 in R3-186134 [2] and R3-186239 [3] for SN Modification Preparation procedure, SN release procedure, MN initiated SN change procedure.
Observation 2: In data forwarding session, last meeting agreed solution 1 for SN Modification Preparation procedure in [2] and [3].
2   Solution comparison
Based on [1], following table compares solution 1 and solution 2.
	
	Solution 1

(Send MN DL TNL address to SN in a class 2 message after SN Addition/Modification Request Acknowledge)


	Solution 2 

(Pre-allocate MN DL TNL address per QoS flow)

	Standard Impact
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Add MN DL TNL address per QoS flow in SN Addition/Modification Request.

Add accepted MN DL TNL address per DRB in SN Addition/Modification Request Acknowledge.

	Performance
	
	Shorter control plane delay: saves one class 2 message. 
No user plane delay reduction because MN buffered PDUs are transmitted first, which may not need MN DL TNL address.

	Technical Issue
	No issue is identified.

	Issue 1: Load balancing

Different TNL address is associated with different physical resource (e.g. board/interface/path), which may have different load and capacity. In solution 2, the physical resource for each flow is allocated together with TNL address before SN Addition/Modification Request is sent to SN. But, SN doesn’t have such physical resource information of the MN TNL addresses. So, SN has to blindly make decision on flow-DRB mapping and TNL address selection for each DRB. Sub-optimal decision impacts the UP performance and load balancing.

In solution 1, physical resource (board/interface/path) allocation for each TNL/DRB is determined by MN after SN Addition/Modification Request Acknowledge is received. MN has full information and can make optimal decision on resource allocation.
Issue 2: Over-allocation of TNL addresses

The MN has to over-allocate more DL MCG UP TNL addresses than actually needed (if DRB number is smaller than the QoS flow number) and release the excess TNL address late on. This complicates TNL address management but should not be a big problem in good implementation.


Observation 3: Pre-allocation of TNL address per flow as proposed in solution 2 doesn’t bring user plane latency reduction benefit because MN buffered data would be delivered first. 

Observation 4: Pre-allocation of TNL address per flow as proposed in solution 2 may lead to implementation difficulty on load balance and impact user plane performance.
3   Summary

Based on above analysis, we have following observations and proposal.
Observation 1: Last meeting identified two candidate solutions for MN DL TNL address information delivery:

· Solution 1: Send MN DL TNL address to SN in a class 2 message after SN Addition/Modification Request Acknowledge

· Solution 2: Pre-allocate MN DL TNL address per QoS flow.

Observation 2: In data forwarding session, last meeting agreed solution 1 for SN Modification Preparation procedure in [2] and [3].
Observation 3: Pre-allocation of TNL address per flow as proposed in solution 2 doesn’t bring user plane latency reduction benefit because MN buffered data would be delivered first. 

Observation 4: Pre-allocation of TNL address per flow as proposed in solution 2 may lead to implementation difficulty on load balance and impact user plane performance.

Proposal 1: Use same solution (Data Forwarding Address Indication message) as SN Modification procedure in SN Addition procedure for MN to deliver MN DL TNL address of SN terminated split/MCG bearer to SN.  
TP is provided in R3-186460 based on proposal 1.
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