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1 Introduction

The following architecture options are currently captured in [1]:

1. Transparent based non-terrestrial access network (Sec. 5.1);

2. Regenerative satellite and split gNB (Sec. 5.2.3);

3. Regenerative satellite and on-board gNB(s) (Sec. 5.2.1);

4. Regenerative satellite with Inter-Satellite Links (ISLs), gNB processed payload (Sec. 5.3.1),

5. gNB processed payload, Relay-like architecture (Sec. 5.2.2),

6. gNB-DU processed payload, relay-like architecture (Sec. 5.2.4),

7. gNB-DU processed payload with ISL (Sec. 5.3.2).

For the architecture options based on CU-DU split, we need to verify whether the Satellite Radio Interface (SRI) is capable of transporting the F1 interface(s). We will discuss this issue and propose amendments to the current TR text.
2 Discussion
According to the definitions given in [3], the CU hosts the RRC, SDAP and PDCP protocols, and the DU hosts RLC, MAC and PHY layers; the CU controls the operation of one or more DUs. When F1 is transported over the SRI (i.e. the link between the satellite and the ground station), the above functionality is subject to the following constraints which are typical of satellite links:
a) Much longer propagation delay with respect to terrestrial transport links – the typical length for an Earth-satellite link can go from a few thousands of km (LEO scenario) to several tens of thousands of km (GEO scenario);

b) Possibly higher outage probability – the SRI typically operates at mm-wave, which is heavily impacted by atmospheric propagation impairments (e.g. rain attenuation);
c) In LEO scenarios, the SRI may become unavailable when the satellite disappears below the horizon, possibly leading to the interface being torn down and set up again.

The first issue might be addressed by setting appropriate timers (up to implementation) so that operation in the various protocol layers is not disrupted by the NTN use case.

However, the fact that RRC is terminated in the CU poses an additional criticality: if the CU is on the ground, the roundtrip time for a single RRC message between the UE and the CU corresponds to twice the Earth-satellite link (the RRC message travels through Uu over the NR air interface and then, transported over the appropriate F1AP messages, through the SRI). Whether current NR RRC can withstand this additional constraint is out of RAN3 scope, but in any case, this seems to put NTN architectures based on CU-DU split (Architectures 2, 6, and 7) at a disadvantage with respect to all others in terms of latency.

The impact of the second issue might be analyzed by comparing the typical outage duration for an Earth-satellite link at mm-wave (typically a few minutes) with the time it takes for a CU to declare a UE “lost” and start removing the context (typically much less than that). This will negatively impact CU implementation.
In addition, the fact that there are two Earth-satellite paths involved to reach the CU from the UE, also negatively impacts architecture 2, 6, and 7 (based on CU-DU split) with respects to all others also in terms of outage: the outage probability of these 3 architectures depends on the combined outage probability on both links
.

Observation 1: Architecture options which are based on CU-DU split, require RRC messages from the UE to the CU to travel twice from Earth to the satellite, and this puts them at a disadvantage with respect to all others in terms of latency and outage.

Using multiple Earth-satellite links to transport the same F1 interface by exploiting multiple SCTP associations between CU and DU, might possibly mitigate the second and third issues. However, this would come at a cost of additional latency if the multiple Earth stations are located far apart. Indeed, there would be a trade-off between link outage decorrelation and added latency: the further apart the Earth stations are, the more the link outages would decorrelate, thereby decreasing the combined link outage, but the total distance to the CU (hence the F1 latency) would be negatively impacted.
Observation 2: Using multiple Earth-satellite links with multiple SCTP associations to transport the same F1 interface may address the issue of F1 outage, but at the cost of additional trade-offs with respect to interface latency; this only seems to be an issue with the architecture options based on CU-DU split.

Proposal 1: Capture the enclosed TP, corresponding to the above observations, in the TR.
3 Conclusions and Proposals
Our observations and proposals are summarized below.
Observation 1: Architecture options which are based on CU-DU split, require RRC messages from the UE to the CU to travel twice from Earth to the satellite, and this puts them at a disadvantage with respect to all others in terms of latency and outage.

Observation 2: Using multiple Earth-satellite links with multiple SCTP associations to transport the same F1 interface may address the issue of F1 outage, but at the cost of additional trade-offs with respect to interface latency; this only seems to be an issue with the architecture options based on CU-DU split.

Proposal 1: Capture the enclosed TP, corresponding to the above observations, in the TR.
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START OF CHANGES

8.x Transporting F1 Over the SRI
According to the definitions given in TS 38.401 [x], the CU hosts the RRC, SDAP and PDCP protocols, and the DU hosts RLC, MAC and PHY layers; the CU controls the operation of one or more DUs. When F1 is transported over the SRI, the above functionality is subject to the following constraints:

a) Much longer propagation delay with respect to terrestrial transport links – the typical length for an Earth-satellite link can go from a few thousands of km (LEO scenario) to several tens of thousands of km (GEO scenario);

b) Possibly higher outage probability – the SRI typically operates at mm-wave, which is heavily impacted by atmospheric propagation impairments (e.g. rain attenuation);

c) In LEO scenarios, the SRI may become unavailable when the satellite disappears below the horizon, possibly leading to the interface being torn down and set up again.

The first issue might be addressed by setting appropriate timers (up to implementation) so that operation in the various protocol layers is not disrupted by the NTN use case. However, the fact that RRC is terminated in the CU poses an additional criticality: if the CU is on the ground, the roundtrip time for a single RRC message between the UE and the CU corresponds to twice the Earth-satellite link (the RRC message travels through Uu over the NR air interface and then, transported over F1, through the SRI). Regardless of whether current NR RRC can withstand this additional constraint, this seems to put NTN architectures based on CU-DU split (described in Secs. 5.2.3, 5.2.4 and 5.3.2) at a disadvantage with respect to all others in terms of RRC latency.

The impact of the second issue might be analyzed by comparing the typical outage duration for an Earth-satellite link at mm-wave (typically a few minutes) with the time it takes for a CU to declare a UE “lost” and start removing the context (typically much less than that). This will negatively impact CU implementation.

In addition, the fact that there are two Earth-satellite paths involved to reach the CU from the UE, also negatively impacts all CU-DU-split-based architecture options with respects to all others also in terms of outage: the outage probability of these architectures depends on the combined outage probability on both links. In this case, combined outage statistics for both links would be needed to obtain reliable performance prediction across the coverage area.
Using multiple Earth-satellite links to transport the same F1 interface by exploiting multiple SCTP associations between CU and DU, might possibly mitigate the second and third issues at the cost of additional latency. This would be a trade-off between link outage decorrelation and added latency: the further apart the Earth stations are, the more the link outages would decorrelate, thereby decreasing the combined link outage, but the total distance to the CU (hence the F1 latency) would increase, thereby increasing latency.
END OF CHANGES
� In this case, combined attenuation statistics for both links need to be evaluated to obtain reliable performance prediction across the coverage area.





