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Introduction
For IAB architecture 1a, as described in the draft IAB SI report TR 38.874 [1], currently two different modes of operation for multi-hop RLC ARQ are being studied - hop-by-hop RLC ARQ and end-to-end RLC ARQ. A couple of example user plane protocol stacks depicting these RLC ARQ modes are shown below in Figure 1 for illustration purposes. 


Figure 1: Example user plane protocol stack with a) end-to-end RLC ARQ and b) hop-by-hop RLC ARQ
There has been much debate in RAN2 about the pros and cons of these RLC ARQ configurations. A table summarizing some of these points has been captured in the IAB SI TR draft [1] as well. However, so far, no company has provided performance results comparing the two modes of operation in an FR2-based NR IAB deployment scenario. 
[bookmark: _GoBack]In this contribution we provide simulation results comparing the performance of end-to-end vs. hop-by-hop RLC ARQ using a sophisticated NR system level simulator that models physical layer and higher layer protocol details, including mmWave channel model with blockage. Section 2 summarizes the system level simulation model assumptions and provides performance results, and Section 3 provides conclusions. 
System level simulation results comparing performance of end-to-end vs. hop-by-hop RLC ARQ
A detailed dynamic system level simulator is used to compare user throughput performance results of end-to-end vs. hop-by-hop RLC ARQ in a multi-hop IAB deployment for the homogeneous scenario. System level simulation results follow agreed system level evaluation assumptions from Table A.1.1-1 in Appendix A of TR 38.874 [1].  A few of the modeled assumptions are summarized below:
· 30GHz carrier frequency, 400MHz BW
· Homogeneous Scenario: 3 Donors, 18 IAB-nodes, 105 UEs
· 1Mb file size, TCP segmentation ON 
· Average blockage duration = 100ms [See 38.901 for details]
Additional comments regarding the system level simulations:
· For the end-to-end RLC ARQ case, since the intermediate IAB nodes perform RLC segmentation/reassembly functions while the RLC AM entities reside at the donor DU and UE, a new message called RLC_Reassembly_Failure had to be introduced to allow intermediate IAB nodes to convey a failed PDCP PDU reassembly attempt over an IAB hop to the destination RLC AM entity. Note that this new message may need to travel across more than one hop to reach the destination RLC AM entity. 
· The provided simulation results may be slightly optimistic for the end-to-end RLC ARQ case, because the transmission of RLC status reports from the destination RLC AM entity to the source RLC AM was assumed to be lossless.  
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Figure 1: Packet Throughput (Medium Load)
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Figure 2: Packet Throughput (High Load)
Observation 1: In a moderately loaded IAB network, system level simulations show that hop-by-hop RLC ARQ provides almost 50% better 10%-ile packet throughput and about 30% better median packet throughput compared to the end-to-end RLC ARQ case in an FR2 deployment with blockage. 

Conclusion
In this contribution we provided simulation results comparing the performance of end-to-end vs. hop-by-hop RLC ARQ using a sophisticated NR system level simulator that models physical layer and higher layer protocol details, including mmWave channel model with blockage. The following observation was made:
Observation 1: In a moderately loaded IAB network, system level simulations show that hop-by-hop RLC ARQ provides almost 50% better 10%-ile packet throughput and about 30% better median packet throughput compared to the end-to-end RLC ARQ case in an FR2 deployment with blockage. 
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