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Abstract
This document provides a description of the Cooperative DBA signaling interface, whereby an external node (eg a BBU) sends signaling messages to an OLT. The messages contain reports of the expected upstream traffic load generated by nodes (eg RRHs) under control of the external node and attached to a PON of the OLT. The OLT uses the reports to adapt the Cooperative DBA settings for the corresponding T-CONTs on the corresponding PON.
A proposal is given for including a specification of this mode of operation in 10G symmetrical (and future higher rate) PON ITU TC recommendations.

Sections “Cooperative DBA” and “Approach to Cooperative DBA” are purely informational.
Section “Use of the Cooperative DBA interface” is informational and proposed as non-normative text.
Section “Aspects to be standardized for the Cooperative DBA signaling interface” is informational about content to be standardized 
Section “Proposal 2” proposes non-normative text.
Sections “Proposal 1” and “Proposal 3” propose normative text.

  



Cooperative DBA
Cooperative DBA has been included in G.989.3 Clause 7 in the January-February 2018 Plenary meeting.
Cooperative DBA applies when PON systems are used for transporting traffic between an external node connected to the OLT and one or multiple subtended nodes connected to ONUs and controlled by the external node. A use case is mobile front-haul between a BBU and one or several RRHs.
The Cooperative DBA mechanism is an in-advance exchange of information from the external node to the OLT to allow the PON system to pro-actively adapt its dynamic bandwidth allocation to the expected upstream traffic load and timing controlled by the external node. The rate of signaling aims to follow the rate of change of the traffic (eg per TTI in the case of front-haul transport).
The goal of Cooperative DBA is to allow for a better balance between packet transport latency and bandwidth efficiency than either with fixed bandwidth allocation to peak values, or with traditional reactive (SR or NSR) DBA-based bandwidth allocation.
For the rest of this document, the use case considered is mobile front-haul between BBU and a set of RRHs being served by a PON. The same principles can apply to other use cases.

Approach to Cooperative DBA
The operation of cooperative DBA requires the periodic exchange of expected future (upstream) traffic load information from the BBU to the OLT, allowing the OLT to adapt its DBA at the right time for the right T-CONTs. This exchange of information is done over a Cooperative DBA signaling interface, which must have a common definition for the BBU and OLT.
As described in G.989.3 Amd1 Appendix IX section IX.4, three main approaches are possible for exchanging this information, depending on the reference point of the cooperation, in other words on the repartition between BBU and OLT functions;
(1) The BBU sends information to the OLT about air resource allocations by the mobile scheduler to the UEs. The OLT interprets this information to deduce the corresponding aggregated fronthaul traffic load per RRH and per corresponding T-CONT. 
(2) The BBU interprets and aggregates the air resource allocations to the corresponding fronthaul traffic load per mobile scheduler, and communicates this to the OLT. The OLT deduces the corresponding T-CONT to this traffic load. 
(3) The BBU interprets and aggregates the air resource allocations to the corresponding fronthaul traffic load per mobile scheduler, and deduces the corresponding DBA parameters (grant size and grant rate), and sends this information to the OLT. The OLT deduces the corresponding T-CONT and takes this information into account in the bandwidth mapper function.
All approaches include the indication of the time slot for which the traffic load is expected (based on a common Time of Day), and repeat the signaling to follow the variable bitrate traffic variations. 
All approaches should allow for a mix of latency-sensitive real-time traffic (T-CONTs controlled by Cooperative DBA) and other type(s) of traffic (T-CONTs controlled by fixed allocations or SR/NSR DBA) on the same PON.
[bookmark: _GoBack]While all three approaches have the same goal, approach (2) is the most generic in the sense of minimizing mutual configurations and dependencies between BBU and OLT; 
· the BBU does not need to be aware of the transport technology used and does not need to be configured with transport technology-dependent parameters (such as traffic container IDs (T-CONTs), grant cycle times, upstream grant allocation capabilities (eg max amount of bursts per time interval).
· the OLT does not need to perform interpretation of air interface capacity parameters into corresponding fronthaul load, which can vary depending on the exact front-haul split and settings. 
It is proposed to include a specification for approach (2) in the appropriate ITU-T and 3GPP standard documents. 

Use of the Cooperative DBA signaling interface
The traffic load on the front-haul link between an RRH and BBU will depend on the allocations given by the mobile scheduler(s) in the BBU to the User Equipments served by the RRH. The traffic load information is reported to the OLT over the signaling interface in one or multiple reports per TTI. These reports allow the OLT to determine the required traffic load for each front-haul T-CONT, for a timeslot corresponding to the TTI. 
Each report is based on information from a mobile scheduler in the BBU. The OLT must be able to map a scheduler report to a corresponding ONU UNI and associated T-CONT. The mapping depends on the connection of RRH interface(s) to ONU UNI(s). The OLT must be configured with this correlation between ONU UNI(s) and RRH interface(s). The correlation ID could be the MAC address of the RRH interface, or some TBD RRH-ID (eg based on PLMN-ID + device ID). The BBU must provide the right ID in each report, but does not need to be aware of the correlation of RRH interface(s) to ONU UNI(s).

The reports are communicated by the BBU to the OLT in signaling messages, each message containing common information and 1 or multiple report-specific information. (Figure 1) 
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Figure 1

The message repetition rate must allow the OLT to follow variations in RRH traffic, this means a signaling rate of one per TTI. However, it could occur that the TTI duration would be very small; for instance multiple TTI times are envisaged in 5G, with low values such as 125µs, 62.5µs, 31.25µs. There is a limit on the reporting rate beyond which it becomes impractical to generate the messages in the BBU and/or to update the BWmaps in the OLT. 
Limitations can be accommodated in two complementary ways. From BBU perspective, the signaling rate could be limited by aggregating the reported traffic load over a multiple of TTIs instead of every TTI. From OLT perspective, when the OLT knows the signaling rate, it can then decide if the DBA updates can follow the rate, or if it needs to group multiple reports per DBA update. 

The signaling must also indicate the precise time slot in which the expected traffic will be generated. This requires a common Time of Day reference between the BBU and the OLT. The Cooperative DBA T-CONTs must have sufficiently high priority to be applied at the appropriate time slot compared to the other types of T-CONTs. 

Aspects to be standardized for the Cooperative DBA signaling interface
Information content in signaling message from BBU to OLT: 
There needs to be information common to all reports in a message, and report-specific information;  
Common:
· # reports in message
· ToD of the start of the time interval (eg TAI/UTC format)
· Duration of the traffic interval covered in the reports (in µs) 
·  “Class” of latency requirement, or max U/S delay (in µs)
· (optionally, TBD) Signaling Message Sequence Number
Per report:
· Report ID (the report-ID is the key to be used in the OLT to map to the appropriate T-CONT, can be MAC address of the RRH (interface), or a TBD RRH identifier).
· Traffic load in considered TTI (eg in Bytes)

Granularity and Grouping of reports per message
Each report generated by the BBU can represent a granularity of traffic per UE, or traffic per scheduler (aggregated over all corresponding UEs in the realm of the scheduler), or traffic per RRH (aggregated over all corresponding schedulers on the RRH).
Using reports at per UE granularity is not suited for keeping the signaling load low and processing time in OLT as fast as possible.
Depending on implementation constraints, it could be preferable to apply a granularity per scheduler (per-RRH message grouping multiple reports) or per RRH (per-RRH message containing a single report aggregated over all schedulers), this proposal is generic for both cases.
 
Connectivity of signaling messages from BBU to OLT
Generally, IP routing is not expected to be needed between BBU and OLT, at most a switch if both are located in a common Datacenter environment. L2 connectivity will usually be sufficient.
In order to keep the (transport and filtering) load of signaling messages low, a signaling message should only be forwarded to the corresponding OLT where the Cooperative DBA is applied. The most straightforward way is to use a unicast MAC Destination Address. 
In order to keep configuration in the BBU limited, the MAC Destination Address can be taken of (one of the interfaces of the) RRH. This avoids the need for any OLT, PON, or ONU specific configuration in the BBU. Filtering in the OLT of signaling messages from the rest of RRH-bound traffic can done by VLAN ID. The signaling VLAN ID can be shared over multiple OLTs and is the only extra parameter that needs to be configured in the BBU.
The signaling protocol is stateless for simplicity. High priority marking should suffice to avoid signaling packet drop, and even if drop would happen, the OLT can revert to some default bandwidth value. The OLT can detect the loss of signaling message(s) by checking a sequence number in the message, or by the absence of expected signaling messages. 

Format of signaling message
Figure 2 gives an example of format of a signaling message carried over Ethernet.
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Figure 2

Repetition rate of the signaling messages
In principle one message is needed for every TTI to follow the traffic variations. As described above, it should be allowed to aggregate reporting over multiple TTIs for practical reasons.

Proposal 1
The concept of Cooperative DBA T-CONTs is proposed to be included in the corresponding TC recommendations of PON flavours with at least 10G symmetrical line rate (G.9807 and G.989.3, and in the future higher capacity PON technologies). Contribution [1] already provided text for section 7.2.3 in G.989.3. It is proposed to include the same text in section C7.2.3 of G.9807.

Proposal 2
Some context about the working of the Cooperative DBA interface would be useful in an informative text. The content described in the paragraph “Use of the Cooperative DBA signaling interface“ of this contribution is proposed as a basis for an informative section of the TC recommendations for NG-PON2 (Appendix IX of G.989.3) and XGS-PON.

Proposal 3
The following aspects are mandatory for interoperability and are proposed to be included in an appropriate normative section of the TC recommendations for NG-PON2 and XGS-PON;
· Information content in signaling message from BBU to OLT
· Granularity and Grouping of reports per message
· Connectivity of signaling messages from BBU to OLT
· Format of signaling message
· Repetition rate of signaling messages

A proposal for text in such normative section is as follows (in italics), parts with “TBD” are for further consideration;

Information content in signaling message from BBU to OLT: 
Common information per signaling message:
· Amount of reports in the message
· ToD of the start of the time interval (format TBD) 
· Reported traffic interval duration (format TBD) 
· Latency requirement (“class” or upstream transport delay, format TBD)
· (TBD if optional) Signaling Message Sequence number (format TBD)
Specific information per report in the signaling message:
· Report ID: the MAC address of the RRH (interface) (or TBD if a RRH identifier could also be used).
· Traffic load in considered TTI (Bytes)

Granularity and Grouping of reports per message
There are two options for the reports to be used by the OLT;
· One report per scheduler, with each per-RRH message possibly containing multiple reports. 
· One single report per RRH, aggregating all schedulers of the RRH, and included as the only report in a per-RRH signaling message. 

Connectivity of signaling messages from BBU to OLT
VLAN-tagged Ethernet is used as transport protocol, with the MAC destination address corresponding to an ONU-facing interface on the RRH.

Format of signaling message
[image: ]
The format of the different fields is TBD

Repetition rate of signaling messages
The basis signaling rate is one message per TTI to follow the traffic variations. It is allowed to collapse reporting across multiple TTIs when needed for practical reasons.
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