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1
Introduction

Handling of data forwarding tunnelling for inter-system handover was agreed in a few meetings ago. In the subsequent discussion on end marker, some companies proposed to revisit the solutions for data forwarding tunnelling and discuss together with end marker, but no agreement was reached.

At last RAN3 NR AH 1807 meeting, a summary of offline discussion on data forwarding approach and end marker handling for inter-system HO is given in [1]. Specifically, there are two solutions quoted as ‘solution 2’ and ‘solution 3’ on the table right now. The main difference is forwarding tunnel between NG-RAN node and UPF is per PDU session or per E-RAB.
In this paper, we aim to further compare these two solutions by focusing on the impact on NG-RAN node and UPF, and then make our proposals.

2
Discussion
It should be first pointed out that in the previous several meetings, we have already made agreements to use PDU session tunnels between NG-RAN node and UPF. The corresponding TPs have been captured into related RAN3 TS. Moreover, the overall procedures in SA2 specification for inter-system handover and data forwarding are quite aligned with current RAN3 specification.

Tunnel granularity between gNB and UPF is per-PDU-session-tunnel
Some companies intend to change the agreement with the argument that end marker solution will become simpler if applying end-to-end E-RAB data forwarding tunnelling. Considering efficiency of data forwarding is more important than end markers, it is proposed to stick to the status quo unless strong reasons are found.
Proposal 1: Keep the status quo of data forwarding tunnelling for inter-system handover unless strong reasons to change the agreement are found.
2.1 Inter-system handover from EPS to 5GS
In [1], two solutions regarding EPS to 5GS handover are provided:

· Solution 2: per PDU session tunnel from UPF to target NG-RAN node is built for HO

· Solution 3: per E-RAB tunnel from UPF to target NG-RAN node is built for HO

To facilitate the discussion, data forwarding procedures of the two candidate solutions are illustrated in figure 1 and 2 respectively. The main impacts on NG-RAN node and UPF are highlighted also. 
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Figure 1 Solution 2: 4G to 5G handover with PDU session data forwarding tunnel from UPF to Target NG-RAN node


[image: image2.emf]GW

Source eNB

Target NG-

RAN node

UPF

E-RAB tunnel

E-RAB tunnel

E-RAB tunnel

E-RAB tunnel

Mappinguser data 

received via E-RAB 

forwarding tunnels to 

DRBs

Configure many E-RAB 

forwarding tunnels on 

the NG interface.

Additional impact

Additional impact

-New function above SDAP or 

modify SDAP function

-distinguished processing 

for fresh and forwarded data


Figure 2 Solution 3: 4G to 5G handover with E-RAB data forwarding tunnel from UPF to Target NG-RAN node 

Solution 2 impact on UPF and NG-RAN node
In solution 2, UPF receives IP flows from the E-RAB tunnel and performs IP flow to QoS flow mapping based on TFT. It then includes the QFI in the extension header and sends the packet to the target NR-RAN node in the corresponding PDU session tunnel. At last meeting, it is argued that DPI may be needed at UPF to assign the QFI tag. However, it is not true, since QFI assignment can be implemented using the existing processing for DL traffic received from DN in which UPF maps User Plane traffic to QoS Flows based on the PDRs. Furthermore, it is 5GC’s task to assign the QFI for the forwarded data. Note that SA2 has agreed to support solution 2 as specified in TS 23.502. So it is believed that SA2 does not foresee any issues or barriers to support PDU session data forwarding tunnel. Otherwise, they will let us know.

After receiving the forwarded data, the target NG-RAN node does nothing different from the way of handling the fresh data received from the UPF, i.e., mapping QoS flows received from PDU session tunnel to DRBs. Therefore, solution 2 can work well without introducing any new functions at UPF and NG-RAN node.
Observation 1: Solution 2 (status quo) does NOT introduce additional impact on UPF and NG-RAN node.
Solution 3 impact on UPF and NG-RAN node
In solution 3, UPF can be kept transparent to the forwarded data, but it must configure many E-RAB forwarding tunnels on the NG interface.  
At the target NG-RAN side, for the fresh data packet received, SDAP layer will perform QoS flow to DRB mapping according to the QFI tag in the GTP-U extension header and associated 5QI information. Nevertheless, for the forwarded data received via E-RAB tunnel, since no QFI tag is included, the most viable way is to allocate DRBs on a per E-RAB granularity. On one hand, it will lose the benefit of flow level QoS management. On the other hand, additional E-RAB QCI information may be required to decide on the DRB QoS profile. 
As one another possible implementation, it is mentioned in [1] that the NG-RAN node could add QFI to the forwarding data and send packets to the SDAP layer. However, in our understanding, since SDAP layer has no PDR function, accurate QFI tag cannot be assigned to each IP packet. 
It could be found that, for each alternatives for solution 3, the target NG-RAN node has to differentiate fresh data from forwarded data and also handover type, then execute different processing either by adding new functions on top of SDAP layer or modify existing function of SDAP layer. 
Observation 2: Solution 3 imposed extra complexity on the NG-RAN node. It does not benefit from QoS level granularity and the processing at NG-RAN node has to be distinguished for fresh data and forwarded data.  
Proposal 2: RAN3 to adopt solution 2 for data forwarding handling from EPS to 5GS.
2.2 Inter system handover from 5GS to EPS
In [1], two solutions regarding 5GS to EPS are shown:

· Solution 2: per PDU session tunnel from source NG-RAN node to UPF is built for HO

· Solution 3: per E-RAB tunnel from source NG-RAN node to UPF is built for HO

The corresponding diagram of two candidate data forwarding procedures are illustrated in figure 3 and 4, respectively. Note that the main impacts on NG-RAN node and UPF are highlighted also. 
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Figure 3 Solution 2: 5GS to EPS handover with PDU session data forwarding tunnel from Source NG-RAN node to UPF 
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Figure 4 Solution 3: 5GS to EPS handover with E-RAB data forwarding tunnel from Source NG-RAN node to UPF
Solution 2 impact on UPF and NG-RAN node
In solution 2, at the Source NG-RAN node side, it just forwards DL data received from one PDU Session tunnel to the UPF via the PDU session forwarding tunnel without additional processing. Thus, it has no impact on source NG-RAN node.
Following that, UPF receives forwarded data from Source NG-RAN node via PDU session tunnel and need to remove the QFI header of the data prior to sending the packets into E-RAB forwarding tunnels. This is considered as a new function of UPF.
Solution 3 impact on UPF and NG-RAN node
Source NG-RAN node removes the QFI tag and distributes DL packets into per E-RAB data forwarding tunnel. Compared with solution 2, Solution 3 shifts the actions performed at UPF to source NG-RAN node. Apart from the key difference mentioned above, another minor impact on 5GC for Solution 3 is that many E-RAB tunnels needs to be configured from source NG-RAN node to UPF.
Observation 3: Solution 2 has additional impact on source NG-RAN node while Solution 3 has similar impact on the UPF.
Regarding inter-system handover from 5GS to EPS, it is hard to say one solution has significant advantage over another. Nevertheless, it is advisable to pursue a unified data forwarding approach for inter-system handover. Considering solution 2 has some performance benefits over solution 3 and has no impact on the existing function for 4G to 5G handover direction, Solution 2 is also preferred for handover from 5G to 4G.
Proposal 3: RAN3 to adopt solution 2 for data forwarding handling from 5GS to EPS.

3. Conclusion

In this contribution, we further analyze data forwarding tunnel handling for inter-system handover and make corresponding proposals as follows,
Observation 1: Solution 2 (status quo) does NOT introduce additional impact on UPF and NG-RAN node.

Observation 2: Solution 3 imposed extra complexity on the NG-RAN node. It does not benefit from QoS level granularity and processing at NG-RAN node has to be distinguished for fresh data and forwarded data.

Observation 3: Solution 2 has additional impact on source NG-RAN node while Solution 3 has similar impact on the UPF.

Proposal 1: Keep the status quo of data forwarding tunnelling for inter-system handover unless strong reasons to change the agreement are found.
Proposal 2: RAN3 to adopt solution 2 for data forwarding handling from EPS to 5GS.

Proposal 3: RAN3 to adopt solution 2 for data forwarding handling from 5GS to EPS.

4
Reference
[1] R3-184272, Summary of offline discussions – Inter system data forwarding, Ericsson
PAGE  
1

_1595334896.vsd
�

GW


Source eNB


Target NG-RAN node


UPF


E-RAB tunnel


E-RAB tunnel


E-RAB tunnel


E-RAB tunnel


Mapping user data received via E-RAB forwarding tunnels to DRBs


Configure many E-RAB forwarding tunnels on the NG interface.


Additional impact


Additional impact
- New function above SDAP or modify SDAP function
- distinguished processing for fresh and forwarded data



_1595335624.vsd
�

UPF


Source NG-RAN node


Target eNB


GW


PDU session tunnel


PDU session tunnel


E-RAB tunnel


E-RAB tunnel


Additional impact


Remove the QFI header send the packets into E-RAB forwarding tunnels


forwards DL data via the PDU session forwarding tunnel


No additional impact



_1595335918.vsd
�

UPF


Source NG-RAN


Target eNB


GW


PDU session tunnel


E-RAB tunnel


E-RAB tunnel


E-RAB tunnel


Configure many E-RAB forwarding tunnels on the NG interface.


Additional impact


Remove the QFI header send the packets into E-RAB forwarding tunnels


Additional impact



_1595334219.vsd
�

GW


Source eNB


Target NG-RAN node


UPF


E-RAB tunnel


E-RAB tunnel


E-RAB tunnel


PDU session tunnel


Add QFI tag and send to PDU session tunnel


No additional impact
QFI assignment based on existing PDR function


QoS flows to DRBs mapping at SDAP


No additional impact



