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1   Introduction
At the RAN plenary meeting #75, a Study Item (SI) on “NR to support Non-Terrestrial Networks” was approved [1]. The approved SI has been split in two successive activities: labelled “Activity A” and “Activity B”, respectively. The first activity labelled “Activity A” has been completed at RAN#80, and the results are reflected in TR 38.811 [2].
As a continuous activity (i.e., “Activity B”), a new RAN3 SI on “solutions evaluation for NR to support Non Terrestrial Network” was approved [3] at the RAN plenary meeting #80., The objectives of the SI for Layer 2 and above, and RAN architecture are reported as follows:
· Study the following aspects and identify related solutions if needed: Propagation delay: Identify timing requirements and solutions on layer 2 aspects, MAC, RLC, RRC, to support non-terrestrial network propagation delays considering FDD and TDD duplexing mode. This includes radio link management. [RAN2]
· Handover: Study and identify mobility requirements and necessary measurements that may be needed for handovers between some non-terrestrial space-borne vehicles (such as Non Geo stationary satellites) that move at much higher speed but over predictable paths [RAN2, RAN1]

· Architecture: Identify needs for the 5G’s Radio Access Network architecture to support non-terrestrial networks (e.g. handling of network identities) [RAN3]
· Paging: procedure adaptations in case of moving satellite foot prints or cells
In this contribution, we discuss the 5G’s Radio Access Network architecture to support Non-Terrestrial Networks (NTN).
2   Discussion
2.1   Architecture
Two types of satellite/ High Altitude Platforms (HAPS) are defined in TR 38.811 [2], i.e., NTN with bentpipe payload and NTN with on-board processing. The NTN with on-board processing can be further divided into NTN with gNB processed payload and NTN with gNB-DU processed payload.
· NTN with bentpipe payload
In this case, the satellite/HAPS implements radio frequency conversion, analogue filtering and amplification, and sends back to Earth what goes into the conduit with only amplification and a shift from uplink to downlink frequency. As there is no on-board processing, the bent pipe type satellite/HAPS has no 3GPP standard impact. 

Observation 1: NTN with bentpipe payload has no 3GPP standard impact.
· NTN with on-board processing
In this case, the satellite/HAPS implements gNB functions or gNB-DU functions. As specified in the TR 38.811, the F1, Xn and NG interface defined in the terrestrial network are be used as baseline for the NTN. The problem is how to support the feeder/backhaul link, i.e., how to transmit the F1 and NG interface signalling/data packets over Satellite Radio Interface (SRI). Regarding to this issue, there are two options:

1) Base on the architecture defined in relay communication specified in TS 36.300 or IAB node communication specified in TR 38.874. That is, the satellite/HAPS shall hold a gNB and a Mobile-Termination (MT), and there is a donor node on the earth. The MT held in the satellite/HAPS terminates the radio interface layers of the SRI toward the donor node. 
2) Based on the existing protocols defined for satellite communication, e.g., standards created by Consultative Committee for Space Data Systems (CCSDS) or Digital Video Broadcasting (DVB). In this option, the donor node may be not needed. These protocols are out of 3GPP scope.

There has been extensive work in 3GPP on IAB/relay architectures. Leveraging this work, i.e., adopt the first option, may reduce the standardization effort for NTN. Otherwise, some standardization effort (out of 3GPP scope) may be needed, e.g., how to identify the NG-C signalling packets and NG-U packets which may belong to different PDU sessions. Hence, we prefer to the first option.

Based on the above discussion, Figure 1 illustrates a possible architecture for NTN with gNB processed payload, where the NG and Xn interface signalling packets are mapped to radio bearers over the SRI. 
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Fig1. Architecture for NTN with gNB processed payload

Regarding how to realize transmitting the NG interface and Xn interface signalling packets over the SRI, referring to relay architecture as an example, the following figures give reference diagrams for the NG/Xn control plan protocol stack.
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Fig2. Reference diagram for NG-C protocol stack for NTN
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Fig3. Reference diagram for Xn-C protocol stack for NTN
The architecture for NTN with gNB-DU processed payload is shown as in Figure 3, where the F1 interface signalling packets are mapped to radio bearers over the SRI, and how to realize it is similar as NTN with gNB processed payload.
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Fig3.  Architecture for NTN with gNB-DU processed payload
Proposal 1: The IAB/Relay architecture shall be studied as baseline in NTN.
The above discussion is based on the one-hop case. Another issue is whether the multi-hop feeder/backhaul link shall be supported in the NTN. The major benefit of multi-hop feeder/backhaul link is providing more range extension than single hop. However, this benefit is trivial in NTN as the coverage of satellite/HAPS is quite large. On the other hand, adopting multi-hop feeder/backhaul link may arise the scalability issues, increase signaling load to unacceptable levels, and increase the complexity of satellite/HAPS design.
Proposal 2: It is proposed to focus on NTN with one-hop feeder/backhaul link in R16.  
3   Conclusion
In this contribution, we discussed the how to support non-terrestrial networks, and we have the following proposals:
Observation 1: NTN with bentpipe payload has no 3GPP standard impact.
Proposal 1: The IAB/Relay architecture shall be studied as baseline in NTN.
Proposal 2: It is proposed to focus on NTN with one-hop feeder/backhaul link in R16. 
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5   Annex – TP

<<<<<<<<<<<<<<<<<<<< Text Proposal Begin >>>>>>>>>>>>>>>>>>>>
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Aerial: an airborne vehicle embarking a bent pipe payload or a regenerative payload telecommunication transmitter, typically at an altitude between 8 to 50 km. 

Airborne vehicles: Unmanned Aircraft Systems (UAS) encompassing tethered UAS (TUA), Lighter than Air UAS (LTA), Heavier than Air UAS (HTA), all operating in altitudes typically between 8 and 50 km including High Altitude Platforms (HAPs)

Availability: % of time during which the RAN is available for the targeted communication. Unavailable communication for shorter period than [Y] ms shall not be counted. The RAN may contain several access network components among which an NTN to achieve multi-connectivity or link aggregation.

Beam throughput: data rate provided in a beam

Bentpipe payload: payload that changes the frequency carrier of the uplink RF signal, filters and amplifies it before transmitting it on the downlink 

Connectivity: capability to establish and maintain data / voice / video transfer between networks and parts thereof
Geostationary Earth orbit: Circular orbit at 35,786 kilometres above the Earth's equator and following the direction of the Earth's rotation. An object in such an orbit has an orbital period equal to the Earth's rotational period and thus appears motionless, at a fixed position in the sky, to ground observers.

Low Earth Orbit: Orbit around the around Earth with an altitude between 500 kilometres (orbital period of about 88 minutes), and 2,000 kilometres (orbital period of about 127 minutes).

Medium Earth Orbit: region of space around the Earth above low Earth orbit and below geostationary Earth Orbit.
Mobile Services: a radiocommunication service between mobile and land stations, or between mobile stations
Mobile Satellite Services: A radiocommunication service between mobile earth stations and one or more space stations, or between space stations used by this service; or between mobile earth stations by means of one or more space stations
Non Geostationary Satellites: Satellites (LEO and MEO) orbiting around the Earth with a period that varies approximately between 1.5 hour and 10 hours. It is necessary to have a constellation of several Non Geostationary satellites associated with handover mechanisms to ensure a service continuity.

Non-terrestrial networks: Networks, or segments of networks, using an airborne or space-borne vehicle to embark a transmission equipment relay node or base station.
Non-terrestrial networks Donor: RAN node which provides wireless backhauling functionality to satellite/HAPS, i.e., NG and XN proxy functionality between the satellite/HAPS and terrestrial network nodes (gNBs, AMFs).
On Board processing: digital processing carried out on uplink RF signals aboard a satellite or an aerial. 

One way latency: time required to propagate through the RAN from a terminal to the gateway or from the gateway to the terminal. This is especially used for voice and video conference applications.

Regenerative payload: payload that transforms and amplifies an uplink RF signal before transmitting it on the downlink. The transformation of the signal refers to digital processing that may include demodulation, decoding, re-encoding, re-modulation and/or filtering. 

Relay node: Relay of Uu radio interface. The relay function can take place at Layer 1, 2 or 3. 

Reliability: probability that the RAN performs in a satisfactory manner for a given period of time when used under specific operating conditions. The RAN may contain several access network components including an NTN to achieve multi-connectivity or link aggregation.

Round Trip Delay: time required for a network communication to travel from a terminal to the gateway or from the gateway to the terminal and back. This is especially used for web based applications.

Satellite: a space-borne vehicle embarking a bent pipe payload or a regenerative payload telecommunication transmitter, placed into Low-Earth Orbit (LEO) typically at an altitude between 500 km to 2000 km, Medium-Earth Orbit (MEO) typically at an altitude between 8000 to 20000 km, or Geostationary-satellite Earth Orbit (GEO) at 35 786 km altitude. 

Space-borne vehicles: Satellites including Low Earth Orbiting (LEO) satellites, Medium Earth Orbiting (MEO) satellites, Geostationary Earth Orbiting (GEO) satellites as well as Highly Elliptical Orbiting (HEO) satellites

User Connectivity: capability to establish and maintain data / voice / video transfer between networks and Terminals

User Throughput: data rate provided to a terminal
<<<<<<<<<<<<<<<<<<<< Next Text Proposal >>>>>>>>>>>>>>>>>>>>
4.3
Satellite and aerial access network architecture principles
Non-Terrestrial Network access typically features the following system elements:

-
NTN Terminal: It may refer to directly the 3GPP UE or a terminal specific to the satellite system in case the satellite doesn’t serve directly 3GPP UEs.
-
A service link which refer to the radio link between the user equipment and the space/airborne platform. In addition the UE may also support a radio link with terrestrial based RAN.
-
A space or an airborne platform embarking a payload which may implement either a bent-pipe or a regenerative payload configuration:
-
A bent pipe payload: Radio Frequency filtering, Frequency conversion and amplification:

-
A regenerative payload: Radio Frequency filtering, Frequency conversion and amplification as well as demodulation/decoding, switch and/or routing, coding/modulation. This is effectively equivalent to having base station functions (e.g. gNB) on board the space/airborne vehicle
-
Inter satellite/aerial links in case of regenerative payload and a constellation of satellites. ISL may operate in RF frequency or optical bands

-
Gateways that connect the satellite or aerial access network to the core network

-
Feeder links which refer to the radio links between the Gateways and the space/airborne platform

We shall distinguish between two types of Satellite and Aerial access network

-
Broadband access network serving Very Small Aperture Terminals that can be fixed or mounted on a moving platform (e.g. bus, train, vessel, aircraft, etc.). In this context, Broadband  refers to at least 50 Mbps data rate and even up to several hundred Mbps (satellite) or even up to several Gbps (aerial) on the downlink. The service links operate in frequency bands allocated to satellite and aerial services (Fixed, Mobile) above 6 GHz. 

-
Narrow or wide band access network serving terminals equipped with Omni or semi directional antenna (e.g. handheld terminal). In this context, Narrowband  refers to less than 1 or 2 Mbps data rate on the downlink. The service links operate typically in frequency bands allocated to mobile satellite or aerial services below 6 GHz.

It is also helpful to distinguish between satellite and aerial systems with inter-satellite links (ISL) or inter-aerial links (IAL) and those without ISL/IAL.

For Aerial networks, we consider a configuration where base station functions are on board the airborne vehicle. The purpose of this network component is to provide the 5G service enablers to handheld devices.

Based on these principles, the figures below illustrate possible satellite and aerial access network architectures.
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Figure 4.3-1: Satellite access network (without ISL) with a service link operating in frequency bands above 6 GHz allocated to Fixed and Mobile Satellite Services (FSS and MSS)
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Figure 4.3-2: Satellite access network (with ISL) with a service link operating in frequency bands above the 6 GHz allocated to Fixed and Mobile Satellite Services (FSS and MSS)
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Figure 4.3-3A: Satellite access network with a service link operating in frequency bands below 6 GHz allocated to Mobile Satellite Services (MSS)
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Figure 4.3-3B: Satellite access network which service link operates below 6 GHz frequency bands allocated to Mobile Satellite Services (MSS) and complemented with the terrestrial access network served by the same or independent core networks.
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Figure 4.3-4: Aerial access network (without IAL) with a service link operating in frequency bands below or above 6 GHz 
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Figure 4.3-4B: Aerial access network (with IAL) with a service link operating in frequency bands below or above 6 GHz
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Figure 4.3-4C: Aerial access network (with IAL) with a service link operating in frequency bands above 6 GHz
It is recommended to select a range of deployment scenarios with either bent pipe or regenerative payloads. Note that the technical details of implementing two-hop NTN communication, e.g., the technical details of implementing the ISL/IAL interface, is beyond the scope of this study.
<<<<<<<<<<<<<<<<<<<< Next Text Proposal >>>>>>>>>>>>>>>>>>>>
4.7
Non-Terrestrial Network architecture options
The possible options of NTN architecture in 5G context based on the RAN architecture principles described in [3] are shown below:
[image: image12.emf]UE NGC

Data

network

NGc &

NGu

NG6

gNB

Uu


Figure 4.7-1: NTN featuring an access network serving UEs and based on a satellite/aerial with bent pipe payload and gNB on the ground (Satellite hub or gateway level)
In figure 4.7-1, the satellite or the aerial will relay a "Satellite friendly" NR signal between the gNB and the UEs in a transparent manner. Note that a satellite/aerial with bent pipe payload has no 3GPP standard impact.
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Figure 4.7-2: NTN featuring an access network serving UEs and based on a satellite/aerial with gNB on board
In figure 4.7-2, the satellite or the aerial includes full or part of a gNB to generate/receive a "Satellite friendly" NR signal to/from the UEs. This requires sufficient on board processing capabilities to be able to deploy gNB or Relay Node functions.
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Figure 4.7-3: NTN featuring an access network serving Relay Nodes and based on a satellite/aerial with bent pipe payload
In figure 4.7-3, the satellite or the aerial will relay a "Satellite friendly" NR signal between the gNB and the Relay Nodes in a transparent manner.
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Figure 4.7-4: NTN featuring an access network serving Relay Nodes and based on a satellite/aerial with gNB

In figure 4.7-4, the satellite or the aerial includes full or part of a gNB to generate/receive a "Satellite friendly" NR signal to/from the Relay Nodes. This requires sufficient on board processing capabilities to be able to deploy gNB or a Relay Node functionality.

Note : In the figures above a satellite represents both satellite and aerial platforms. The technical details of implementing the Relay Node as NTN Terminal is beyond the scope of this study.
Table 4.7-1: 5G system elements mapping in NTN architecture

	5G elements - NTN elements mapping

	NTN architecture options
	NTN Terminal
	Space or HAPS 
	NTN Gateway

	A1: access network serving UEs via bentpipe satellite/aerial
	UE
	Remote Radio Head

(Bent pipe relay of Uu radio interface signals)
	gNB

	A2: access network serving UEs with gNB on board satellite/aerial
	UE
	gNB or Relay Node functions
	Router interfacing to Core network

	A3: access network serving Relay Nodes via bent pipe satellite/aerial
	Relay Node
	Remote Radio Head

(Bent pipe relay of Uu radio interface signals)
	gNB

	A4: access network serving Relay Nodes with gNB on board satellite/aerial
	Relay Node
	gNB or Relay Node functions
	Router interfacing to Core network


<<<<<<<<<<<<<<<<<<<< Next Text Proposal >>>>>>>>>>>>>>>>>>>>
7.3.8.1.x 
Architectures in Non Terrestrial network with gNB-DU processed payload
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Figure X: Architecture in Non Terrestrial network with gNB-DU processed payload
In this architecture, each satellite/HAPS holds a DU and an MT. Via the MT, the satellite/HAPS connects to the NTN-donor. Via the DU, the IAB-node establishes RLC-channels to UEs. The NTN-donor also holds a DU to support satellite/HAPS. The NTN-donor holds a CU for the DUs of all satellite/HAPS and for its own DU. 
7.3.8.1.y 
Architectures in Non Terrestrial network with gNB processed payload
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Figure Y: Architecture in Non Terrestrial network with gNB-DU processed payload

In this architecture, each satellite/HAPS holds a gNB and an MT. Via the MT, the satellite/HAPS connects to the NTN-donor. Via the gNB, the IAB-node serves UEs. The NTN-donor also holds a gNB to support MT held in satellite/HAPS. The NTN-donor holds a UPF collocated with the gNB, such that the MT sustains a PDU-session with the UPF.
<<<<<<<<<<<<<<<<<<<< Text Proposal End >>>>>>>>>>>>>>>>>>>>
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