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1	Introduction
The current TR 38.874 contains requirements on topology adaptivity to support the possibility of reconfiguring the backhaul network under circumstances such as blockage or local congestion without discontinuing services for UEs. 
The issue of path adaptation in the case of a single path topology is discussed in R3-184693. This paper focuses on solutions for supporting multiple paths whereby fast seamless mobility/redundancy and even load balancing can be realized. 
2 	Topology adaptation using multiple paths
2.1 	Overview
In R3-184693, solutions are discussed for handling topology adaptivity in case the IAB nodes are connected via a single path. This corresponds to the Spanning Tree (ST) topology in TR 38.874 section 9.2. The solution is based on performing a simultaneous IAB radio handover, as well as updating the routing / packet forwarding in the IAB network.
Additionally, TR 38.874 considers solutions based on Directed Acyclic Graphs (DAG), where some IAB nodes are connected to multiple upstream IAB nodes or donor DUs. This means that a given IAB node may be connected to the donor CU by multiple paths. 
The benefits of DAG based topology over ST based topology are that DAG allows for: 
· Faster failover:
· In case one path is experiencing problems, traffic can be switched over to other paths.
· No dynamic handover signalling over old path is required to switch to new path which means that a DAG topology could handle paths going down without any warning. 

· Load-balancing between different paths:
· This could be useful to reduce the effects of potential first-hop bottle-necks usually seen in ST topologies.

Nevertheless, even in DAG topologies, it is most likely required to support mechanisms defined for ST topologies such as handover, since not all nodes in DAGs may have multiple independent paths. 
[bookmark: _Toc521581203][bookmark: _Toc521585096][bookmark: _Toc521596757]DAG topologies can support fast failovers and enable load-balancing between multiple paths.
[bookmark: _Toc521581204][bookmark: _Toc521585097][bookmark: _Toc521596758]Handover mechanism proposed for ST topologies (R3-184693) can also be used in DAG topologies for nodes not supporting multiple independent paths. 

2.2 	Functionality needed to support multi-path (DAG)
In order to support multiple paths for connecting an IAB node, it is required that some IAB nodes are able to connect to multiple cells. Currently, multiple paths in TR 38.874 are modelled as a single MT connecting to multiple IAB or donor DUs (as shown below). 



Figure 9.2.3: Route redundancy in arch group 1

In our view, such a modelling may be suitable when using Dual Connectivity as a way of supporting multiple paths. It should however be noted that alternative ways of supporting multi-connectivity could be also be considered; For instance, it is possible to support multi-connectivity using independent MT functions in the IAB node, where each MT function makes an independent connection to the network (using normal MT setup). 
[bookmark: _Toc521581255][bookmark: _Toc521581312][bookmark: _Toc521581360][bookmark: _Toc521584491][bookmark: _Toc521596801]Both single-MT and multi-MT based multi-connectivity solutions should be considered.
Single-MT-based methods can reuse Dual Connectivity mechanisms defined in NR. This could include having a single RRC connection which is used to configure the MCG and SCG leg. It should be noted though that the solution is not exactly the same as normal DC for group 1a architectures, since there is no PDCP and CU-UP function defined in the user plane for the MT. Group 2a architectures support PDCP function in the user plane, but it is defined on a per-hop basis, which is not suitable for multi-paths involving separate nodes. 
[bookmark: _Toc521581205][bookmark: _Toc521585098][bookmark: _Toc521596759]Although some DC functionality can be reused to support multi-connectivity, the solution differs in some architectures from existing DC in that there are no CU-UP and PDCP functions for the MT of the IAB node.
Dual-MT-based methods could be based on that the IAB node initiates multiple MT connections associated with the same IAB node. Some loose coordination between the MT connections could be provided by the CU to ensure that the MTs connects to different paths. The CU can also change paths when needed. The advantage of using multiple MT is that existing connection signaling could be used to setup new connection and that no tight coordination is needed between the two MT functions. As a result of the setup of multiple MT connections, the IAB node will (as in case of the single MT case) have multiple backhaul RLC channels going to different serving IAB nodes or DUs.

[bookmark: _Toc521581256][bookmark: _Toc521581313][bookmark: _Toc521581361][bookmark: _Toc521584492][bookmark: _Toc521596802]As a result of the setup of multiple connections, regardless of whether a single MT or multiple MT connections are used, the IAB node will be configured with multiple backhaul RLC channels associated with the different paths.

To enable routing of packets along these different routes it is possible to configure the IAB node with multiple adaptation layer addresses, where each address is associated with the different paths and backhaul RLC channels. The assignment of the adaptation layer address for a new path can be done during the setup of routing on the new paths. 

[bookmark: _Toc521596803][bookmark: _Toc521581257][bookmark: _Toc521581314][bookmark: _Toc521581362][bookmark: _Toc521584493]The IAB node should be configured with multiple adaptation layer addresses to enable it to support connectivity via multiple paths. 
3 	Conclusions
The following observations are made:
Observation 1	DAG topologies can support fast failovers and enable load-balancing between multiple paths.
Observation 2	Handover mechanism proposed for ST topologies (R3-184693) can also be used in DAG topologies for nodes not supporting multiple independent paths.
Observation 3	Although some DC functionality can be reused to support multi-connectivity, the solution differs in some architectures from existing DC in that there are no CU-UP and PDCP functions for the MT of the IAB node.

Leading to the following proposals:
Proposal 1	Both single-MT and multi-MT based multi-connectivity solutions should be considered.
[bookmark: _GoBack]Proposal 2	As a result of the setup of multiple connections, regardless of whether a single MT or multiple MT connections are used, the IAB node will be configured with multiple backhaul RLC channels associated with the different paths.
Proposal 3	The IAB node should be configured with multiple adaptation layer addresses to enable it to support connectivity via multiple paths.

It is proposed to capture these proposals in the TP to TR 38.874 provided in section 4.
4	Text proposal to TR 38.874
[bookmark: _Toc520296466]8	Radio protocol aspects
[bookmark: _Toc259599322]Editor’s note:	Primary responsible WG for this clause is RAN2.
[bookmark: _Toc520296467]8.1	Packet Processing
[bookmark: _Toc520296468]8.2 	User-plane considerations for architecture group 1
[bookmark: _Toc520296469]8.2.1 	General
The following subsections describe various user plane aspects for architecture group 1 including placement of an adaptation layer, functions supported by the adaptation layer, support of multi-hop RLC, impacts on scheduler and QoS. The study will analyse described architecture options to identify trade-offs between these various aspects with the goal to recommend a single architecture for this group. 





Figure 8.2.2 - 1: Protocol stack examples for UE-access using L2-relaying with adaptation layer for architecture 1a 


Figure 8.2.2 - 2: Protocol stack example for UE-access using L2-relaying with adaptation layer for architecture 1b 
[bookmark: _Toc520296470]8.2.2 	Adaptation Layer
The UE establishes RLC channels to the DU on the UE’s access IAB node in compliance with TS 38.300. Each of these RLC-channels is extended via a potentially modified form of F1-U, referred to as F1*-U, between the UE’s access DU and the IAB donor.
The information embedded in F1*-U is carried over RLC-channels across the backhaul links. Transport of F1*-U over the wireless backhaul is enabled by an adaptation layer, which is integrated with the RLC channel.
Within the IAB-donor (referred to as fronthaul), the baseline is to use native F1-U stack (see section 9). The IAB-donor DU relays between F1-U on the fronthaul and F1*-U on the wireless backhaul. 
Functions supported by the adaptation layer
In architecture 1a, information carried on the adaptation layer supports the following functions:
· Identification of the UE-bearer for the PDU,
· Routing across the wireless backhaul topology,
· QoS-enforcement by the scheduler on DL and UL on the wireless backhaul link,
· Mapping of UE user-plane PDUs to backhaul RLC channels,
· Others.

In architecture 1b, information carried on the adaptation layer supports the following functions:
· Routing across the wireless backhaul topology,
· QoS-enforcement by the scheduler on DL and UL on the wireless backhaul link,
· Mapping of UE user-plane PDUs to backhaul RLC channels
· Others.

In case the IAB node is connected via multiple paths, different identifiers (e.g. route ID, IAB node address) in the adaptation layer will be associated with the different paths, enabling adaptation layer routing on the different paths. The different paths can be associated with different backhaul RLC channels.
Content carried on the adaptation layer header 
The study will identify all information to be carried on the adaptation layer header. This may include:
· UE-bearer-specific Id
· UE-specific Id
· Route Id, IAB-node or IAB-donor address 
· QoS information
· Potentially other information 

<<<next change>>>
[bookmark: _Toc520296489]9.2	IAB Topologies
The following IAB topologies are considered in the study:
1. Spanning tree (ST)
2. Directed acyclic graph (DAG)


Figure 9.2-1: Examples for spanning tree and directed acyclic graph. The arrow indicates the directionality of the graph edge.
The directionality of the Uu-backhaul link, defined by uplink and downlink, is aligned with the hierarchy of the ST or DAG.
For ST, each IAB-node has only one parent node, which can be another IAB-node or the IAB-donor. Each IAB-node is therefore connected to only one IAB-donor at a time, and only one route exists between IAB-node and this IAB-donor.



Figure 9.2-2: Examples for link- and route redundancy in DAG
For DAG, the following options can be considered:
· The IAB-node is multi-connected, i.e., it has links to multiple parent nodes (Fig 9.2-2a). 
· The IAB-node has multiple routes to another node, e.g. the IAB-donor (Fig 9.2-2b).
· Both options can be combined, i.e., the IAB-node may have redundant routes to another node via multiple parents (Fig 9.2-2c). 
Multi-connectivity or route redundancy may be used for back-up purposes. It is also possible that redundant routes are used concurrently, e.g., to achieve load balancing, reliability, etc. 



Figure 9.2.3: Route redundancy in arch group 1 either using single MT function or multiple MT functions

For architecture group 1, the CP/UP split architecture of IAB-donor CU needs to be considered for an IAB-node with redundant routes. 
For the CP, the following applies:
· Each IAB-node-DU connects to only one IAB-donor-CU-CP.
· Each IAB-node-DU may be connected to this IAB-donor-CU-CP via redundant routes. These routes may pass through the same IAB-donor-DU or through different IAB-donor-DUs (Figure 9.2.3). 
· The IAB-node-MT may be connected to one or more IAB-donor-CU-CPs.

For the UP, the following applies:
· Each IAB-node-DU may connect to one or more IAB-donor-CU-UPs, for access UE’s traffic. Each F1-U connection may be supported via redundant routes. These routes may pass through the same IAB-donor-DU or through different IAB-donor-DUs of same or different Donor.
· [bookmark: OLE_LINK3][bookmark: OLE_LINK4][bookmark: OLE_LINK5]The IAB-node-MT may be connected to one or more IAB-donors for its own traffic, e.g. OAM support. 




Figure 9.2-4: Examples for link- and route redundancy in arch group 2
For architecture group 2, the following scenarios need to be considered for an IAB-node with redundant routes. These routes may pertain to:
· The same IP domain (FFS),
· Different IP domains (FFS). 
For at least some of these topologies, aspects of IP address management as well as procedures for topology adaptation will be studied. Further prioritization of these topologies may be necessary.

[bookmark: _In-sequence_SDU_delivery]
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