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1   Introduction
So far, two IAB topologies have been proposed and agreed in RAN3 [1]: 
In Spanning Tree (ST), each IAB-node has only one parent node, which can be another IAB-node or the IAB-donor. Each IAB-node is therefore connected to only one IAB-donor at a time, and only one route exists between IAB-node and this IAB-donor. 
In Directed acyclic graph (DAG), multiple options are envisioned:

· The IAB-node is multi-connected, i.e., it has links to multiple parent nodes.  

· The IAB-node has multiple routes to another node, e.g. the IAB-donor.

· Both options can be combined, i.e., the IAB-node may have redundant routes to another node via multiple parents.

While DAG has been agreed as possible topology for IAB, as also outlined in some recent studies [2], support of NR+ NR DC is imperative for such topologies. However, this is not part of agreed NR features in Release 15 nor planned for immediate Release 16 studies [3].  
In this paper, we will visit key issues on topology and route management and discuss how support or lack of support of DAG could impact any related solutions. 
2   Topology and Route Management
In this section, we overview key issues related to Topology and Route Management for IAB in different IAB topologies.
Topology discovery
In both ST and DAG topologies, on initial access, (MT part of) an IAB node, finds the best serving node following a similar procedure as a normal UE (DL synchronisation, system information transmission and UL synchronisation). It can be argued that extra information related to potential parent IAB nodes (e.g. level of load, hop count etc.) may help for better cell selection in initial access. However, due to limited system-wide visibility at IAB node level any potential gain is debatable.
Observation 1: Both ST and DAG topologies can leverage similar procedure as a normal UE for initial access.
Once the node establishes the RRC connection, its RRC messages are forwarded up to the donor IAB node or the CU and back, implicitly performing topology discovery (and route updates).
Observation 2: Initial topology discovery is performed via RRC messages forwarded up to the donor IAB node or the CU and back. 

Before switching into the full-functional IAB mode (e.g. before F1* interface is setup), the child IAB node can be moved to a different serving IAB node if so decided by NW, following the legacy handover procedures.
Proposal 1: Topology discovery may incorporate the following procedures:

1. An IAB node (in the MT mode) first finds the best serving node, following the same procedures as a normal UE.

2. Once the node establishes the RRC connection, RRC messages are exchanged with donor IAB node, performing topology discovery and route selection functions.

3. Before switching into the full-functional IAB mode, the child IAB node can be moved to a different serving IAB node if so decided by NW, following the legacy handover procedures.
Topology and route adaptation
Topology adaptation (and corresponding route updates) is required in case of changes in IAB network topology, e.g. due to RLFs or network congestion in some IAB nodes.
In case of ST topology, each child (sink) IAB node is connected to the network via a single parent (source) IAB node. As such, in case of an RLF at child IAB node, the recovery can be via connection reestablishment and re-initialising access at the child IAB node. Otherwise, RLF will be triggered at the rest of the branch towards final destination nodes leading to a new topology discovery [4]. 
In case of DAG topology, each child IAB node may have multiple potential parent IAB nodes. As such, in case of status change in link towards the child IAB node, a link recovery can be triggered via seamless switching from one parent IAB node in outage to another parent IAB node. Otherwise, the rest of topology adaptation scenarios are similar to ST topology.
Observation 3: DAG may enable seamless switching from one parent IAB node to another. Otherwise, the rest of topology adaptation scenarios are similar between DAG and ST.
Topology and route updates
Topology updates (or corresponding route updates) can be managed in a centralised manner via donor IAB node or the CU. Alternatively, each node may locally manage any topology (or route) changes in a distributed manner. As outlined above, in either ST or DAG, a child IAB node in outage may locally address a topology adaptation faster. Nevertheless, in some cases a new topology discovery (or corresponding End-to-End route re-computation) is inevitable where either centralised and distributed methods can be employed.
In case of ST, route updates are aligned with topology updates as the routes towards different destinations will be unique.

In DAG, each topology configuration may support multiple routes between a donor IAB node to a destination IAB node. Therefore, to inform the selected route(s), a fully updated mapping table would normally be sent to the entire set of IAB nodes in centralised approach. Alternatively, the IAB nodes could locally alter the routes, resulting in a faster route reconfiguration. 
Observation 4: In case of ST, once a topology has established between the IAB nodes, the route updates are aligned with topology updates.
Observation 5: In DAG, each topology configuration may support multiple routes between a donor IAB node to a destination IAB node. The selected route updates can be done in either centralised or distributed manner.
3   Conclusions

In this paper, we revisited key issues on topology and route management and discussed how the type of network topology (i.e. ST or DAG) could impact any related solutions. 

Observation 1: Both ST and DAG topologies can leverage similar procedure as a normal UE for initial access.

Observation 2: Initial topology discovery is performed via RRC messages forwarded up to the donor IAB node or the CU and back.

Observation 3: DAG may enable seamless switching from one parent IAB node to another. Otherwise, the rest of topology adaptation scenarios are similar between DAG and ST.
Observation 4: In case of ST, once a topology has established between the IAB nodes, the route updates are aligned with topology updates.

Observation 5: In DAG, each topology configuration may support multiple routes between a donor IAB node to a destination IAB node. The selected route updates can be done in either centralised or distributed manner.
Proposal 1: Topology discovery may incorporate following procedures:

1. An IAB node (in the MT mode) first finds the best serving node, following the same procedures as a normal UE.

2. Once the node establishes the RRC connection, RRC messages are exchanged with donor IAB node, performing topology discovery and route selection functions.

3. Before switching into the full-functional IAB mode, the child IAB node can be moved to a different serving IAB node if so decided by NW, following the legacy handover procedures.
We propose that the above Observations and Proposal are considered by RAN3 and taken into account in the next revision of the IAB TR.
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