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1. Introduction
In the last RAN3 meeting, End marker for intra NR handover and inter system handover were discussed, the related issues summarized in [1], here listed the issues to address in next meeting:

· Data forwarding tunnels

· For Case 1, i.e. intra-system handover

· No questions to address (views are aligned)

· For Case 2, i.e. inter-system handover (5G => 4G)

· Should tunnel from Src-RAN to UPF be per PDU session (i.e. keep status quo) or per E-RAB (i.e. allows E2E E-RAB forwarding tunnel)?

· For Case 3, i.e. inter-system handover (4G => 5G)

· Should tunnel from UPF to Tgt-RAN be per PDU session (i.e. keep status quo) or per E-RAB (i.e. allows E2E E-RAB forwarding tunnel)?

· NOTE: For both solutions, UPF needs to add NG-U header

· End marker handling (for data forwarding tunnels)

· For data forwarding over PDU session tunnels, should end marker packets be sent per tunnel or per QoS flow?

In this contribution, we will further discuss the data forwarding tunnels and end marker to be used for data forwarding and provide relevant proposals.

2. Discussion
2.1 Data forwarding tunnels
Base on the summary [1], it seems the main divergence on the tunneling is that PDU session level tunnel or per E-RAB level tunnel should be applied between NG-RAN and 5GC for inter system data forwarding. In this section, we will further discuss this issue for inter system handover from 5GS to EPS, and also for opposite direction.


Figure 1. Example of tunneling for inter system handover from 5GS to EPS.

As has been agreed the PDU session level tunnel should be used in step 2 as shown in the figure above. All the new incoming data (fresh data) to the source NG-RAN node could be forwarded back to UPF via the PDU session level tunnel with corresponding QFI in GTP-U header. Then UPF will map the forwarded data marked with different QFI to corresponding E-RAB tunnel(s) in step 3.
If per E-RAB level tunneling is applied for step 2, which means UPF should allocate the same tunnels as allocated in the target eNB. As the QoS flow to E-RAB mapping has been configured in advance of handover, source NG-RAN could forward the fresh data to corresponding E-RAB tunnel(s) in case of inter system data forwarding from 5GS to EPS. Then UPF could directly forward the data received per E-RAB tunnels from source NG-RAN node to the target system via per E-RAB tunnel. The difference between above two solutions is which node will responsible for data mapping, NG-RAN to map the fresh data from QoS Flows to E-RAB(s) or UPF to do the mapping.
Observation 1: With PDU session tunneling, CN is responsible for mapping the forwarded data from QoS flow(s) to E-RAB tunnel(s); with per E-RAB tunneling, source NG-RAN is responsible for mapping the incoming data per QoS flow to the corresponding E-RAB tunnel(s).

Figure 2. Example of tunneling for inter system handover from EPS to 5GS.

For data forwarding from EPS to 5GS, the new incoming data received per E-RAB tunnel (step 1) in source eNB will be forwarded back to the S-GW and then be forwarded to UPF via the per E-RAB tunnel (step 2 & 3). UPF should treat the forwarded data, map them to the corresponding QoS flow, and send them to the target NG-RAN via PDU session level tunnel with QFI on the GTP-U header. In 5GS, the handling of the forwarded data from EPS is same as handling of normal downlink data transmission.
Observation 2: In 5GS, the handling of the forwarded data from EPS is same as handling of normal downlink data from 5GC.

Impact to CN:
In SA2, the overall procedure for inter system handover and data forwarding between EPS and 5GS have been clearly specified in the TS 23.501 [2] and 23.502 [3].  The following texts are copied from section 4.11.1.2.1 of the TS 23.502 [3]: 

[image: image1]
From the above texts, we can see it has been clearly specified the overall procedures for inter system handover including data forwarding is SA2’s spec, and it’s fully aligned with what RAN3 has done in our specification,  changing the data forwarding tunneling will impact CN a lot.

Observation 3: In SA2’s spec, the overall procedures for inter system handover and data forwarding are clearly specified and are fully aligned with our specification.

Base on the discussion above, we do not see any necessary to change the data forwarding tunneling between NG-RAN and 5GC. And to avoid the impact to CN, it’s better to keep the status quo for data forwarding tunnels.
Proposal 1: Keep per PDU session tunneling between NG-RAN and UPF for inter system data forwarding (for both directions).
2.2 End marker handling
Issue to be addressed: For data forwarding over PDU session tunnels, should end marker packets be sent per tunnel or per QoS flow?
Currently, SA2 has agreed to use the per PDU session end marker, the following texts are copied from TS 23.502 [3]:
In order to assist the reordering function in the T-RAN, the UPF (PSA) sends one or more "end marker" packets for each N3 tunnel on the old path immediately after switching the path, the source NG-RAN shall forward the "end marker" packets to the target NG-RAN.
Observation 4: In SA2’s spec, per PDU Session End marker is to be used for intra NR handover and inter system handover to EPS.
In the last meeting, some companies proposed source NG-RAN to generate per QoS flow End marker for intra NR handover and inter system  handover from 5GS to EPS, and UPF should send per QoS flow End marker to the target NG-RAN node in the per PDU session tunnel for inter system handover from EPS to 5GS. 

The target NG-RAN node will firstly transmit the forwarded data to the UE then the data received from the 5GC. The intention of introducing per QoS flow End marker is to reduce the transmission delay for some of the QoS flow(s), the target RAN can start new data transmission for the corresponding QoS flow(s) immediately after transmission of the forwarded data is finished and the end marker is received, no need to wait until all the forwarded data are transmitted successfully.

Take intra NR handover or inter system handover from 5GS to EPS as the example. Our understanding is the data forwarded from the source NG-RAN to the target RAN is a very quick procedure without any need of  resource scheduling, that means the data forwarding for all the QoS flows to the target RAN could be finished in very short time no matter the forwarded data is more or less for the QoS flows. It seems the benefit of generating per-flow end maker in NG-RAN is not clear.
Observation 5: The duration for data forwarding between source RAN and target RAN would be very short, no extra delay is foreseen.

In the target RAN, when receives the End marker, it could assume that the data forwarding from the source RAN node is finished. It can start to handle the new data from CN without waiting for successfully delivery of the forwarded data to the UE.  The new data from the CN could be put into the queue(s) after the not delivered forwarded data, thus this will not lead to disorder of the data. The target RAN will send the buffered data in each queue to UE base on its scheduling. If transmission of the forwarded data in a queue is completed, the target RAN will continue to schedule the new data in the queue, no need to wait until all the forwarded data in different queues are all sent to UE successfully. Therefore, by using per tunnel end marker, no extra delay will be introduced for the QoS flow only a few data packets are forwarded.
Observation 6: Upon receiving of per tunnel End marker, the target RAN node could assume that no more data packets will be forwarded from the source RAN node, and it could start to handle the new data from the CN, that will not lead to disorder or extra delay.
Base on the discussion above, we see there’s no serious delay issue to resolve for intra NR and inter system data forwarding, thus we propose to keep using the per PDU session End Marker as today.
Proposal 2: For data forwarding over PDU session tunnels, per tunnel End marker packets should be used.
3. Conclusion
In this contribution, we further discussed data forwarding tunneling and End Marker issues and provided the following observations and proposals:
Observation 1: With PDU session tunneling, CN is responsible for mapping the forwarded data from QoS flow(s) to E-RAB tunnel(s); with per E-RAB tunneling, source NG-RAN is responsible for mapping the incoming data per QoS flow to the corresponding E-RAB tunnel(s).

Observation 2: In 5GS, the handling of the forwarded data from EPS is same as handling of normal downlink data from 5GC.

Observation 3: In SA2’s spec, the overall procedures for inter system handover and data forwarding are clearly specified and are fully aligned with our specification.

Proposal 1: Keep per PDU session tunneling between NG-RAN and UPF for inter system data forwarding (for both directions).
Observation 4: In SA2’s spec, per PDU Session End marker is to be used for intra NR handover and inter system handover to EPS.

Observation 5: The duration for data forwarding between source RAN and target RAN would be very short, no extra delay is foreseen.

Observation 6: Upon receiving of per tunnel End marker, the target RAN node could assume that no more data packets will be forwarded from the source RAN node, and it could start to handle the new data from the CN, that will not lead to disorder or extra delay.
Proposal 2: For data forwarding over PDU session tunnels, per tunnel End marker packets should be used.
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   10a.	If indirect data forwarding applies, the AMF sends the Nsmf_PDUSession_UpdateSMContext Request (Serving GW Address(es) and Serving GW DL TEID(s) for data forwarding) to the PGW-C+SMF, for creating indirect data forwarding tunnel. If multiple PGW-C+SMFs serves the UE, the AMF maps the EPS bearers for Data forwarding to the PGW-C+SMF address(es) based on the association between the EPS bearer ID(s) and PDU Session ID(s). In home-routed roaming case, the AMF requests the V-SMF to create indirect forwarding tunnel.


10b.	The PGW-C+SMF may select an intermediate PGW-U+UPF for data forwarding. The PGW-C+SMF maps the EPS bearers for Data forwarding to the 5G QoS flows based on the association between the EPS bearer ID(s) and QFI(s) for the QoS flow(s) in the PGW-C+SMF, and then sends the QFIs, Serving GW Address(es) and TEID(s) for data forwarding to the PGW-U+UPF. If CN Tunnel Info for Data Forwarding is allocated by the PGW-C+SMF, the CN Tunnel Info for Data Forwarding is provided to PGW-U+UPF in this step. The PGW-U+UPF acknowledges by sending a response. If CN Tunnel Info is allocated by the PGW-U+UPF, the CN Tunnel Info is provided to PGW-C+SMF in this response. In home-routed roaming case, the V-SMF selects the V-UPF for data forwarding.


10c.	The PGW-C+SMF returns an Nsmf_PDUSession_UpdateSMContext Response (Cause, CN tunnel Info for Data Forwarding, QoS flows for Data Forwarding) for creating indirect data forwarding. Based on the correlation between QFI(s) and Serving GW Address(es) and TEID(s) for data forwarding, the PGW-U+UPF maps the QoS flow(s) into the data forwarding tunnel(s) in EPC.


11.	The AMF sends the Handover Command to the source NG-RAN (Transparent container (radio aspect parameters that the target eNB has set-up in the preparation phase), CN tunnel info for data forwarding per PDU Session, QoS flows for Data Forwarding). The source NG-RAN commands the UE to handover to the target access network by sending the HO Command. The UE correlates the ongoing QoS Flows with the indicated EPS Bearer IDs to be setup in the HO command. The UE locally deletes the PDU Session if the QoS Flow associated with the default QoS rule in the PDU Session does not have an EPS Bearer ID assigned. If the QoS Flow associated with the default QoS rule has an EPS Bearer ID assigned, the UE keeps the PDU Session (PDN connection) and for the remaining QoS Flow(s) that do not have EPS bearer ID(s) assigned, the UE locally deletes the QoS rule(s) associated with those QoS Flow(s). The UE deletes any UE derived QoS rules. The EPS Bearer ID that was assigned for the QoS flow of the default QoS rule in the PDU Session becomes the EPS Bearer ID of the default bearer in the corresponding PDN connection.


	For the QoS Flows indicated in the "QoS Flows for Data Forwarding", NG-RAN initiate data forwarding via to the PGW-U+UPF based on the CN Tunnel Info for Data Forwarding per PDU Session. Then the PGW-U+UPF maps data received from the data forwarding tunnel(s) in the 5GS to the data forwarding tunnel(s) in EPS, and sends the data to the target eNodeB via the Serving GW.








PAGE  
2

