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1. Introduction
A new study item on Integrated Access and Backhaul (IAB) for NR was approved in RAN#75 [1]. The motivation is to support wireless backhaul and relay links enabling flexible and very dense deployment of NR cells without the need for densifying the transport network proportionately. According to the SID, the topology management for single-hop/multi-hop and redundant connectivity is one of the objectives. In this paper, we will discuss the preferred topology for multi-hop IAB network and how to perform the topology management.
2. Discussion
2.1 Topology of IAB network 
An IAB node could be connected to its IAB donor hop by hop via other intermediate IAB nodes. The topology of the IAB network includes the basic connection between IAB node and IAB donor as well as the connection between IAB nodes. Basically, there are two types of potential topology for a multi-hop IAB network:  
-
Arbitrary mesh topology;
-
Hierarchical tree topology;
Figure 1 gives an example for each topology type. As shown in Figure 1, any neighboring nodes could be connected with each other in mesh topology. Although mesh topology could provide full connectivity, node has to set up and maintain connections with all the neighboring IAB nodes. Considering the broadcasting feature of radio signal, there is severe interference problem in a mesh topology if a node have to receive radio signals from many other nodes simultaneously. Hence, mesh topology is not the desired topology for the IAB network. In the tree topology, an IAB node is connected to its parent node at first, and then connected to IAB donor hop by hop. It should be noted that tree topology has a clear hierarchical structure with the increase of hop number. Obviously, such kind of hierarchical structure is quite helpful to reduce the interference as node would only communicate with one parent node and multiple child nodes. Moreover, as all the traffic in the IAB network would go through IAB donor who is working as the gateway to the core network, IAB donor naturally becomes the root node of the tree.  
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Figure 1 Potential topology structures in a multi-hop IAB network
In the high-frequency band, signals of a radio channel could easily be blocked and the corresponding connection would be disrupted frequently. When a simple tree topology is applied, each node only has one valid path to the IAB root. The blockage on any radio link or at any node in that path could cause traffic interruption. Also, as the blocked node could be far away from the donor, it could take much time to build a new radio link. Hence, a simple tree topology could not fulfill the stringent latency requirements on the traffic delivery. It is necessary to consider some backup radio links setup in advance to enhance the tree topology for supporting fast route/topology change. These backup radio links could be used to deliver traffic immediately either after radio link failure is detected for the primary radio link, or after some kind of congestion is found in the route passing through the primary radio link. As the backup radio link might connect to a different parent node, a different route should also be activated when the traffic is switched to the backup radio link. Such a route should also be configured in advance at each intermediate node. In this method, multiple connections should be setup between each IAB node and IAB donor for fast and reliable data delivery. 
Proposal 1: Topology of IAB network should be based on tree topology with potential enhancements for fast route/topology change. Multiple connections could be set up in advance to support fast and reliable data delivery. 
Suppose the IAB node has route to only one donor, in this case, if the donor fails to work, all the child IAB nodes would be blocked. Although each node in the IAB network could handover to a new donor separately, it may take much time for them to get connected to the new donor through a multi-hop path. Therefore, it is suggested that an IAB node could be connected to one or more secondary IAB donors in advance for fast and reliable data delivery. Once the primary IAB donor fails, traffic could be switched to one of the secondary donor immediately.  
Proposal 2: An IAB node could be connected to one or more secondary donors in advance for fast and reliable data delivery.
2.2 Topology management
Topology of IAB network could be always changing. For example, when a new IAB node get connected to the IAB network, the topology of the whole IAB network is changed. Besides, radio link failure, IAB node error, etc. could also cause topology change. Sometimes, when a serious congestion happen, IAB node would have to find some new parent nodes and setup some new radio links to them. 
On the other hand, an IAB node could detect its surrounding radio environment, e.g. information of neighboring cells, channel quality of radio links and so on. As mentioned in Section 2.1, the tree topology with certain level of redundant connections are preferred. It is not necessary for the IAB node to establish connections with every detected neighboring cells. Instead, IAB node may only select one or several neighboring cells to connect. This procedure could be regarded as topology management. The purpose of topology management is to capture the radio environment change and traffic load change of the IAB network, and maintain a global or localized topology which could be utilized for next-step topology adaptation or traffic routing control. 
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Figure 2 Centralized topology management and distributed topology management
Basically, there are two types of topology management: centralized topology management and distributed topology management, as shown in Figure 2. In centralized topology management, the topology of the whole IAB network is managed by a centralized entity who is responsible for maintaining a global topology of the IAB network. The centralized entity could be located at the IAB donor, in the core network, or at some application server such as OAM server. In a distributed topology management, each IAB node and IAB donor have a topology management entity and maintains a local topology at each node according to the information exchange with neighboring nodes. 
Obviously, a global topology enables precise topology control for data routing and future topology adaption. In the centralized solution, the centralized topology management entity communicates with each node to collect information and make connection and routing decisions for each IAB node. Suppose the centralized topology management entity locates in IAB donor, topology information could be collected naturally at the IAB donor since each IAB node could connect to the IAB donor through multi-hop wireless backhaul. 
In the distributed topology management, each IAB node shall maintain a localized topology via the information exchange with one or two hop neighboring IAB nodes. It is impractical for each IAB node to maintain global topology since it would introduce tremendous signaling overhead. Based on the localized topology, the topology control and routing decision may be only sub-optimal. On the other hand, IAB node under distributed topology management might be more sensitive to topology change and adjust its local topology promptly once after receiving information from its neighboring nodes. While in the centralized solution, some topology information has to go through multiple hops before it arrives at the central management entity. Therefore, the distributed topology management could provide a faster response to the topology change. However, that faster response to the topology change could not be optimal as it is only based on a local topology. 
Taking into account the above considerations, it is proposed to consider both the centralized and the distributed topology management in the IAB network. 
Proposal 3: Both distributed topology management and centralized topology management should be considered in the IAB network. 
In the last meeting, 5 IAB Architectures have been proposed for L2/3 relaying, and it is proposed that “Among architectures 2a, 2b, and 2c, only architecture 2a should be prioritized in the study” and “both architectures 1a and 1b should be further evaluated in the study”. 
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Figure 3: Reference diagram for architecture 1a [5]
Figure 3 gives an overview of Architecture 1a for the CU/DU split case. As shown in the figure, each IAB node holds a DU and an MT, and it connects to an upstream IAB node or the IAB donor via the MT. An extra layer, referred to as Adapt layer, is added to help relaying the backhauling traffic at each IAB node and IAB donor. In this architecture, centralized topology management would be a more suitable solution due to the following reasons: 
1) Centralized topology management could simplify the processing at each IAB node since IAB node need not to have any topology management actions. 
2) With the centralized PDCP and RRC processing for all the downstream IAB nodes at the CU of IAB donor, it is easy for IAB donor to collect the real-time measurement report information, the numbers of backhauling hops,  and load situation of each IAB node connected to it. 
3) Centralized topology management is consistent with the CU/DU split architecture and has little impact on specifications. 
Hence, centralized topology management should be selected for Architecture 1a. 
Proposal 4: Centralized topology management should be selected for Architecture 1a. 
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Figure 4: Reference diagram for architecture 2a [5]
Figure 4 gives an overview of Architecture 2a for the non-CU/DU split case. As shown in the figure, each IAB node holds a gNB and an MT, and it connects to an upstream IAB-node or the IAB donor via the MT. The MT sustains a PDU-session with a UPF that is collocated with the gNB at its parent IAB node or IAB donor. In this manner, an independent PDU-session is created on every backhaul link. Each IAB-node further supports a routing function to forward data between PDU-sessions of adjacent links [5]. Since each IAB node already has a IP layer, routing could be implemented at IP layer. As a result, distributed topology management would be a more suitable solution for Architecture 2a. . 
Proposal 5: Distributed topology management would be a more suitable solution for Architecture 2a. 
Node discovery is an important procedure in topology management. In last meeting, it has been agreed that “The IAB node to IAB node interface should be based on the Uu interface to maximize reuse of existing NR specifications”. Therefore, the Uu interface should also be reused for IAB node discovery. When an IAB node is power on, it could use its local terminal to search the nearby base stations or IAB nodes, and get connected to one of them as a normal UE. Although many other neighboring IAB nodes could also be found by that IAB node, it should be determined by the centralized topology management entity whether it is need or not to set up links with them. 
Generally speaking, a new IAB node could get connected to the IAB network by a 2-step process. In the first step, the new IAB node get connected to a locally selected parent IAB node and report its topology information to the centralized management entity. And in the second step, the new IAB node reconfigure its connections according to the command from the centralized management entity. It should be noted that such a reconfiguration could even change the parent node. Due to that all the decisions on the new-node connections are made by the centralized topology management entity, where all the information of each connected IAB node (such as hop number, traffic load, PLMN, backhaul connection quality, and so on) is available, Uu interface could be reused for node discovery without any enhancement. 
Proposal 6: In the centralized topology management, Uu interface could be reused for node discovery without any enhancement. 
3. Conclusion
In this contribution, some further aspects on topology management for IAB network are discussed, and we have the following observations and proposals:
Proposal 1: Topology of IAB network should be based on tree topology with potential enhancements for fast route/topology change. Multiple connections could be set up in advance to support fast and reliable data delivery.
Proposal 2: An IAB node could be connected to one or more secondary donors in advance for fast and reliable data delivery.
Proposal 3: Both distributed topology management and centralized topology management should be considered in the IAB network. 
Proposal 4: Centralized topology management should be selected for Architecture 1a. 
Proposal 5: Distributed topology management would be a more suitable solution for Architecture 2a. 
Proposal 6: In the centralized topology management, Uu interface could be reused for node discovery without any enhancement. 
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