
3GPP TSG-RAN WG3 Meeting #100
R3-182699
Busan, Korea, 21st – 25th May 2018
Agenda Item:
10.1.1
Source:
Ericsson
Title:
Notification Control – Text proposal for 38.423
Document for:
Discussions & Approval

1
Introduction

This is a text proposal to introduce the changes agreed for NGAP in R3-182393 at RAN3#99bis also for XnAP.

The changes agreed in R3-182393 cannot be simply copied into the XnAP QoS related IEs, the whole chose is très compliqué, as the notification signalling would need to be reflected for Dual Connectivity within a new XnAP procedure, the counterpart of the NGAP PDU Session Resource Notify procedure. 
The new procedure should allow

-
for SN-terminated bearers to report for the whole bearer configuration, including all legs, i.e. in case of SN-terminated split bearers for the MCG and SCG leg. In this case, the M-NG-RAN node for MCG leg would need the opportunity to notify the S-NG-RAN node so that the S-NG-RAN node can take actions, like increasing the SCG share.

-
for MN-terminated bearers, the S-NG-RAN node should only report about resources owned by itself, i.e. SCG resources.

Furthermore, it is seen as most appropriate to not allow the NG-RAN node to simply remove resources for QoS flows or of whole PDU Sessions, as in the NGAP procedure. It would be much better to leave this decision to either the NG-RAN terminating the bearer or the M-NG-RAN node, this would allow to either control data forwarding, or, in case of split bearers, to change the share of the other leg.

Remains the question how to name this new promising procedure? The same name would be not appropriate, as NGAP and XnAP cannot be compared to each other, too different are their applications. So, let’s invent something very cool and fashionable, that even Mdme Wintour would be éblouie and willing to approve it: what about, hmm, Notification Control Indication. This is almost unbeatable, meaningless and sounds like something extremly important; we know that - therefore, it is proposed.
2
Text Proposal
<<<<<<<<<<<<<<<<<<<< First Change >>>>>>>>>>>>>>>>>>>>

8.1
Elementary procedures

Editor’s Note: All the text below is FFS.
In the following tables, all EPs are divided into Class 1 and Class 2 EPs.

Table 8.1-1: Class 1 Elementary Procedures

	Elementary Procedure
	Initiating Message
	Successful Outcome
	Unsuccessful Outcome

	
	
	Response message
	Response message

	Handover Preparation
	HANDOVER REQUEST
	HANDOVER REQUEST ACKNOWLEDGE
	HANDOVER PREPARATION FAILURE

	Retrieve UE Context
	RETRIEVE UE CONTEXT REQUEST
	RETRIEVE UE CONTEXT RESPONSE
	RETRIEVE UE CONTEXT FAILURE

	S-NG-RAN node Addition Preparation
	S-NODE ADDITION REQUEST
	S-NODE ADDITION REQUEST ACKNOWLEDGE
	S-NODE ADDITION REQUEST REJECT

	M-NG-RAN node initiated S-NG-RAN node Modification Preparation
	S-NODE MODIFICATION REQUEST
	S-NODE MODIFICATION REQUEST ACKNOWLEDGE
	S-NODE MODIFICATION REQUEST REJECT

	S-NG-RAN node initiated S-NG-RAN node Modification
	S-NODE MODIFICATION REQUIRED
	S-NODE MODIFICATION CONFIRM
	S-NODE MODIFICATION REFUSE

	M-NG-RAN node initiated S-NG-RAN node Release
	S-NODE RELEASE REQUEST
	S-NODE RELEASE REQUEST ACKNOWLEDGE
	S-NODE RELEASE REJECT

	S-NG-RAN node initiated S-NG-RAN node Release
	S-NODE RELEASE REQUIRED
	S-NODE RELEASE CONFIRM
	

	Xn Setup 
	XN SETUP REQUEST
	XN SETUP RESPONSE
	XN SETUP FAILURE

	NG-RAN node Configuration Update
	NG-RAN NODE CONFIGURATION UPDATE
	NG-RAN NODE CONFIGURATION UPDATE ACKNOWLEDGE
	NG-RAN NODE CONFIGURATION UPDATE FAILURE

	Cell Activation
	CELL ACTIVATION REQUEST
	CELL ACTIVATION RESPONSE
	CELL ACTIVATION FAILURE

	Reset
	RESET REQUEST
	RESET RESPONSE
	


Table 8.1-2: Class 2 Elementary Procedures

	Elementary Procedure
	Initiating Message

	Handover Cancel
	HANDOVER CANCEL

	SN Status Transfer
	SN STATUS TRANSFER

	RAN Paging
	RAN PAGING

	Data Forwarding Address Indication
	DATA FORWARDING ADDRESS INDICATION

	S-NG-RAN node Reconfiguration Completion
	S-NODE RECONFIGURATION COMPLETE

	S-NG-RAN node Counter Check
	S-NODE COUNTER CHECK REQUEST

	UE Context Release
	UE CONTEXT RELEASE

	RRC Transfer
	RRC TRANSFER

	Error Indication
	ERROR INDICATION

	Notification Control Indication
	NOTIFICATION CONTROL INDICATION


<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>

8.3.x
Notification Control Indication
Editor’s Note: All the text below is FFS.
8.3.x.1
General

The purpose of the Notificaton Control indication procedure is to provide information that for already established GBR QoS flow(s) for which notification control has been enabled, the NG-RAN node involved in Dual Connectivity cannot fulfill GFBR anymore or that it can fulfill the GFBR again.
The procedure uses UE-associated signalling.

8.3.x.2
Successful Operation – M-NG-RAN node initiated
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Figure 8.3.x.2-1: Notification Control Indication procedure, M-NG-RAN node initiated, successful operation.

The M-NG-RAN node initiates the procedure by sending the NOTIFICATION CONTROL INDICATION message to the S-NG-RAN node.
This procedure is triggered to notify the S-NG-RAN node for SN-terminated bearers, that resources requested from the M-NG-RAN node can either not fulfill the GFBR anymore or that the GFBR can be fulfilled again, as specified in TS 37.340 [8].
8.3.x.3
Successful Operation – S-NG-RAN node initiated
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Figure 8.3.x.3-1: Notification Control Indication procedure, S-NG-RAN node initiated, successful operation.

The S-NG-RAN node initiates the procedure by sending the NOTIFICATION CONTROL INDICATION message to the M-NG-RAN node.
This procedure is triggered to notify the M-NG-RAN node that for MN-terminated bearers resources requested from the S-NG-RAN node can either not fulfill the GFBR anymore or that the GFBR can be fulfilled again, as specified in TS 37.340 [8].

This procedure is triggered to notify the M-NG-RAN node that resources requested for SN-terminated bearers can either not fulfill the GFBR anymore or that the GFBR can be fulfilled again, as specified in TS 37.340 [8].

8.3.x.4
Abnormal Conditions

Void.

<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>

9.1.2.x
NOTIFICATION CONTROL INDICATION
Editor’s Note:
Message structure and IEs need further checking and completion. Further details FFS.

This message is sent to notify that the already established QoS flow(s) for a given UE are released or not fulfilled anymore or fulfilled again.

Direction: S-NG-RAN node ( M-NG-RAN node and M-NG-RAN node ( S-NG-RAN node.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.2.21
	
	YES
	ignore

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

9.2.2.33
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

9.2.2.33
	Allocated at the S-NG-RAN node
	YES
	reject

	PDU Session Resource Notify List
	
	0..1
	
	
	YES
	reject

	>PDU Session Resource Notify Item IEs
	
	1..<maxnoofPDUSessions>
	
	
	EACH
	reject

	>>PDU Session ID
	M
	
	9.2.2.35
	
	–
	

	>>QoS flow Notificaton Control Indication Info
	M
	
	9.2.1.x2
	
	–
	


	Range bound
	Explanation

	maxnoofPDUSessions
	Maximum no. of PDU sessions allowed towards one UE. Value is 256.


<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>

9.2.1.x2
QoS flow Notification Control Indication Info
Editor’s Note: 
Further details FFS.

This IE provides information about QoS flows of a PDU Session Resource enabled with notification control.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	QoS Flow Notification Indication Info List
	
	1
	
	
	–
	

	  >QoS Flows Notify Item IEs
	
	1..<maxnoofQoSFlows>
	
	
	EACH
	reject

	   >>QoS Flow Indicator
	M
	
	9.2.2.34
	
	–
	

	   >>Notification Information
	M
	
	ENUMERATED (fullfilled, not fulfilled, …)
	
	–
	


	Range bound
	Explanation

	maxnoofQoSFlows
	Maximum no. of QoS flows allowed within one PDU session. Value is 64.


<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>

9.2.2.2
GBR QoS Flow Information

This IE indicates QoS Parameters for a GBR QoS Flow for downlink and uplink.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Maximum Flow Bit Rate Downlink
	M
	
	9.2.2.3
	Maximum Bit Rate in DL.

Details in TS 23.501 [7].

	Maximum Flow Bit Rate Uplink
	M
	
	9.2.2.3
	Maximum Bit Rate in UL.

Details in TS 23.501 [7].

	Guaranteed Flow Bit Rate Downlink
	M
	
	9.2.2.3
	Guaranteed Bit Rate (provided that there is data to deliver) in DL.

Details in TS 23.501 [7].

	Guaranteed Flow Bit Rate Uplink
	M
	
	9.2.2.3
	Guaranteed Bit Rate (provided that there is data to deliver).

Details in TS 23.501 [7].

	Notification Control
	O
	
	ENUMERATED (notification enabled, ...)
	See details in TS 23.501 [7]

	Maximum Packet Loss Rate Downlink
	O
	
	<ref>
	Indicates the maximum rate for lost packets that can be tolerated in the downlink direction. See details in TS 23.501 [7].

	Maximum Packet Loss Rate Uplink
	O
	
	<ref>
	Indicates the maximum rate for lost packets that can be tolerated in the uplink direction. See details in TS 23.501 [7].


<<<<<<<<<<<<<<<<<<<< End of Changes >>>>>>>>>>>>>>>>>>>>
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