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1 Introduction

This contribution presents and discusses two basic mechanisms for the support of Common Transport Channels on Iur. The pros and cons of these mechanisms with respect to interaction between MAC‑d and MAC‑c and with respect to interaction between MAC‑d and MAC‑sh are evaluated. 

2 general principles

[1] proposed principles for support of RACH/FACH via Iur and stated that similar principles can be applied for other common transport channel types. An Ad Hoc group for “RACH/FACH on Iur” provided the following statement [2]:

Regarding the level of interaction between MAC‑c and MAC‑d, the following has been agreed:

· Need to minimise buffering in system

· Need to minimise the initial delay of the transmission over Iur for the first PDU

· Need to minimise signalling on Iur

· Need to reduce conditions of CRNC overload.

In the following, these principles will be used to evaluate the proposed mechanisms (for all types of common transport channels). However, since not all principles can be completely fulfilled at the same time, the relevance of each principle with respect to a certain application has to be identified and the principles have to be weighted accordingly.

In our opinion, a fifth principle should be added (which shall ensure that the Iur becomes a truly open interface):

· Need to keep the interaction simple.

The two basic mechanisms, which are described in the next section, have the potential to fulfil this requirement.

3 Two basic Mechanisms

In this section, two basic mechanisms for the interaction between MAC‑d in the SRNC and MAC‑c/MAC‑sh in the DRNC are described.

3.1 Mechanism 1: Queuing and Scheduling in the DRNC

MAC‑PDUs are transferred to the DRNC. No additional information (e.g. on RLC queue status) is provided. In the DRNC these PDUs are queued and scheduled according to priorities and possibly also based on their origin.

Some kind of implicit or explicit flow control may be specified over Iur for this mechanism.

3.2 Mechanism 2: Capacity Allocation

Mechanism 2 is based on explicit capacity allocations. Virtually no queuing in the DRNC is required. MAC‑d is informed about a certain capacity that is assigned to it for some period of time (or for some amount of data). MAC‑d decides which PDUs are sent. They are transferred from the SRNC to the DRNC according to the assigned capacity and already carry information about the physical resources they will use (frame number, code(s), time slot(s))

MAC‑c/MAC‑sh has to be informed about the required resources (e.g. by sending the current sizes of the RLC queues and ARQ windows). This could be done explicitly or by using some form of piggybacking.

3.3  Comparison of the two Mechanisms

Buffering: Whereas mechanism 2 requires virtually no buffering in the DRNC, in mechanism 1 every PDU has to be buffered in the DRNC until it can be transmitted to the UE. Since queued PDUs can not be retrieved from the DRNC, this may lead to loss of packets in the DRNC when handover to another MAC‑entity is performed (handover or channel type switching). In order to limit buffer size and potential loss, the number of PDUs per UE which have to be queued in the DRNC may somehow be limited (e.g. by small ARQ windows).

If only a few UEs use FACH or DSCH, statistical multiplexing is insufficient and the buffers for mechanism 1 have to be large to avoid overflow.

Initial Delay: Mechanism 1 usually introduces no initial delay (of course, this depends on the applied flow control mechanism over Iur and the buffering delay). Mechanism 2 introduces an initial delay. When a packet burst arrives at the RLC, a capacity allocation has to be requested from the DRNC. While the capacity is assigned no additional delay is introduced. Since information can be piggybacked, the allocation period can be extended, if necessary.

Signalling on Iur: The amount of signalling required on Iur for mechanism 1 depends on the applied flow control mechanism. In the simplest case, no explicit flow control is performed. Signalling is then only required when some explicit CRNC overload indication has to be sent from the CRNC to the SRNC. In mechanism 2, explicit signalling is only required at the beginning of a packet burst (unless resources are still assigned). The efficiency depends on the size of a packet burst. The larger the packet bursts are, the less signalling is required.

Overload conditions in CRNC: Since in mechanism 2 no PDUs which are not already scheduled are sent to the DRNC, user traffic overload can not occur in the DRNC. The only possible type of overload could be caused by to many capacity requests (signalling overload). Since they can easily be discarded, this poses no problem. In mechanism 1, the DRNC could potentially be overloaded with PDUs from other RNCs (and thus loss of PDUs may occur). Therefore, it should be possible to send an explicit RNC Overload Indication message using RNSAP. In addition, explicit flow control (e.g. window or credit based) or implicit flow control can be used to reduce the probability of congestion and to reduce the user traffic in case of overload. 

Simple Interaction: Mechanism 1 requires less interaction between SRNC and CRNC. The message flow is reduced and the mechanism simpler, but less information is available in MAC-sh (e.g. RLC queue status) so that the performance may be less effective

4 Proposed Mechanism for CCH Traffic

It is assumed that a relatively high number of bearers have to be supported over the FACH and that the expected size of a packet burst is relatively small. Further, the transport format of FACH is assumed to be semi static. Consequently, all bearer services mapped on FACH have to use this format. From this follows that mechanism 2 is not very well suited for CCH traffic, since the amount of signalling which is required to reserve some kind of resource is too large in relation to the actual user traffic.

Mechanism 1 avoids such signalling and is therefore much better suited. Explicit flow control between MAC‑d and MAC‑c for each of the many bearers would be complex (and probably also ineffective) and would also lead to additional signalling. However, if a bearer is operated in acknowledged mode, only a limited number of packets per UE have to be queued in the DRNC due to the implicit flow control of ARQ. This number is determined by the maximum size of the transmission window of the RLC (max. number of outstanding acknowledgements).

Another advantage of mechanism 1 is that no initial delay is introduced. This makes it also applicable for the transfer of signalling messages (e.g. RRC messages) which shall be sent on the FACH.

4.1 Basic Scheme  

Figure 1 shows how such a solution could look like.


[image: image1.wmf]DTCHs

DCCH

DTCHs

DCCH

DTCHs

DCCH

MAC-c

MAC-d

MAC-d

RLC

Phy

MAC-d

FACH

RRC

Overload

indication

Iur

PDU

PDU

PDU

RLC

...


Figure 1: Proposed interaction between MAC‑d and MAC‑c 

MAC‑c contains a buffer, which may be organised to handle different priorities. All PDUs, which shall be sent on the FACH are accepted by MAC‑d and sent to MAC‑c.

MAC‑c stores the PDUs and performs scheduling based on the contents of its buffer and PDU priorities. On handover, the PDUs in the MAC‑c buffer may be lost if no appropriate measures are taken. However, since data is stored in the RLC this loss can be recovered by ARQ.

Congestion is recognised by an approaching buffer overflow in MACc, which is indicated to RRC via RNSAP. RRC is responsible for solving the congestion.

5 Proposed Mechanism for DSCH Traffic

We assume that a relatively small number of bearers have to be supported over the DSCH. Furthermore, we assume that some QoS requirements apply for the bearers and that the traffic volume caused by a single bearer is relatively high (that the expected size of a packet burst is relatively large). Fast change of transport formats of DSCH is possible. From this follows that mechanism 2 is very well suited for DSCH traffic, since radio resources can be assigned to a UE for some period of time (e.g. n times 50 or 100ms) which means that only a moderate signalling overhead is produced. Except for initial requests, capacity requests can easily be piggybacked on the data streams. Capacity grants are valid for relatively long (extendable) periods, so that only few small sized capacity grant messages are required. The initial delay is considered not to be very critical for NRT bearers.

Since the number of bearers is limited, some QoS‑scheduling in the MAC‑sh is manageable. UE-specific TFSs become possible and allow large data rates and weighted fair queuing. Additional buffering in the DRNC can be avoided which is important because of the large amount of data which may be transmitted per bearer.

Since information about the allocation of physical resources to bearers becomes available to MAC-d, e.g. in form of the maximum allowed TFI, the SRNC can inform the UE in an appropriate way. For FDD for example, this means that the DSCH‑TFI may be selected in the MAC‑d, which is a requirement for transmitting the DSCH-TFI over all macro-diversity branches of the associated DCH. Mechanism 1 could not provide such information to the SRNC in time.

5.1  Basic Scheme.

Figure 2 shows a proposed concept for FDD with a DCH and a DSCH in downlink direction.
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Figure 2: Proposed interaction between MAC‑d and MAC‑sh for FDD (DCH+DSCH)

MAC‑sh has knowledge about the traffic contracts of each bearer mapped to the DSCH of an UE. MAC‑sh assigns DSCH capacity to the UEs based on the traffic contracts and explicit capacity requests (e.g. based on RLC buffer status). The allocation shall be valid for a limited time, i.e. for a sequence of frames.

Each MAC‑d is responsible for scheduling the PDUs of its bearers onto the actually admitted capacity. Transport format selection may be done in MAC‑d for including the DSCH-TFI in all handover branches.

The transport block sets generated by MAC‑d are send to MAC‑sh, which transparently routes theme to Node B. The Iur delay may be compensated by the frame protocol.

A handover leads to a change of the MAC‑sh instance. Therefore, no buffered data is lost.

6  Conclusion

This contribution presented two basic mechanisms for the support of common transport channels over Iur. The pros and cons of these mechanisms were described. It was shown that CCH traffic and DSCH traffic have different characteristics and different requirements. This leads to two different solutions for the different types of traffic. We propose that for CCH traffic, queuing and scheduling is performed in DRNC and that for DSCH traffic, a capacity allocation scheme is used where some capacity is assigned to a MAC‑d for a limited period of time.
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