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Rationale

The following sections contain a detailed description of the Network Monitoring and Fault Management Procedures. The purpose of this contribution is to clarify the use of NBAP message related to O&M of NodeB and related to the entire UTRAN O&M. 

Network Monitoring and Fault Management Procedures

The Network Monitoring and Fault Management Procedures observe the status of network elements and handle alarm and event notifications. In addition to network generated information customer complaints may be considered. Since inherently most faults and alarms are related to vendor specific hardware and software, most functions of the fault management are implementation specific and should be handled in the implementation specific O&M part. In order to exchange failure information between NodeB and RNC also the logical O&M part gets involved. In case that any failures impact on services the RNC might report these service failures to the Management System. The relation between the UTRAN nodes with respect to the entire UTRAN network monitoring and fault management is depicted in the figure below. 
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Figure 1 : UTRAN Fault Management 

It should be noted that the Management System represents the management of the whole UTRAN and might consist of sub-systems with different functionality. The Management System should not be seen as one physical element but as logical entity that might possibly be distributed over various physical network nodes. Within the entire procedure some other procedures, namely the block resource sub-procedure and the cell re-configuration procedure will be used. These procedures will not be described in detail.

Implementation Specific Fault Management

In case of any hardware or software failure appropriate alarms should be sent to the Fault Management sub-system of the Management System. The format of the alarm messages should be based on [2] and the alarm signalling should be based on [1]. It should be noted that the Q3 interface should not necessarily be used, the alarm signalling should only be backwards compatible to the Q3 interface. These alarm signalling traffic should be carried by the implementation specific O&M transport from NodeB and RNC respectively to the Fault Management sub-system. The information contained in the alarm messages shall be used to locate the failure and to repair or replace the faulty modules.

Alarm Filtering and Correlation

The correlation of alarms is crucial to reduce the alarm signalling traffic between the network nodes and the Management System. Therefore both RNC and NodeB have to perform alarm correlation and filtering. The correlation of possibly implementation specific alarms from different NodeBs in the controlling RNC is questionable. Firstly, the interpretation of implementation specific information from the NodeB by a different vendor's RNC will not be possible. Furthermore it is not ensured that the RNC always has exactly the required alarms to correlate. Hence there is a risk that the RNC reports a resulting alarm correlated from the incoming alarms that does not reflect the correct failure behaviour. Therefore no correlation of NodeB alarms in the controlling RNC shall be performed.

Apart from correlation and filtering the record of alarms in a database might be beneficial in order to determine the reason for certain operation faults and to respond appropriately to customer complaints. This database may provide information about failure reasons, time and date and the location as well as the affected logical resource. Since collected and correlated alarms shall input to this database it is best located in the Management System. 

NBAP alarm messages
With respect to NodeB failures it is inevitable to inform the RNC about the unavailability of logical resources due to NodeB hardware/software faults. In case of major failures, i.e. failures that significantly limit the operation in one cell or in the entire NodeB, the RNC should inform the Management System. There might be two stages in handling major failures. In the first stage the RNC performs some kind of emergency actions for intermediate failure handling. In case of permanent failures of non-redundant elements the Management System gets involved by initiating a re-configuration of cells or even the whole NodeB. As soon as the failure in NodeB has been removed and the affected resource is ready to operate the NodeB notifies the RNC about the available resources. Afterwards the RNC might re-configure the NodeB again to restore the old configuration before the failure.
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Required Actions 

From the above description required actions that have to be fulfilled by the affected network elements can be derived. The following list represents a summary of the previous procedure description with respect to actions to be performed in NodeB, RNC and Management System:

1. In case of failure in NodeB the RNC and the Management System shall be by the affected NodeB. The RNC may possibly block the according NodeB resource. 

2. The RNC performs some actions to reduce the impact of the failure on logical resources and services (emergency actions). This is stage one of the alarm message handling and is marked with the dashed line in figure above.

3. The Management System has to start the appropriate procedure to handle the error message. Additionally, a failure database entry can be created.

4. The error message handling in the Management System should trigger a remote diagnostics procedure and possibly repair procedures.

5. In case of major failures that significantly and permanently limit the operation of the affected resource, e.g. cell, the Management System can decide to take this resource out of order due to failure and repair. In this case a NodeB or one or more cell re-configuration procedures shall be triggered by the Management System. (Note: Only other cells than the blocked cell will be re-configured, for example to extend their coverage in order to cover the blocked cell area) This is stage two of the alarm handling and might be performed in addition to the emergency handling in NodeB. Stage two is marked with the dotted line in the figure above.

6. After the failure in NodeB was removed the NodeB shall send a notification to the Management System via the implementation specific O&M signalling channel and a resource notification to the RNC informing about the availability of the repaired cell.

7. In case of a previous re-configuration of the affected NodeB due to it's failure the RNC has to restore the old NodeB configuration by performing a NodeB re-configuration again.

Proposal

This paper proposes to add the entire section Network Monitoring and Fault Management Procedures from the Rationale above to chapter 9 "Signalling Procedures" of I3.05 NodeB O&M Functional Description.
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