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[bookmark: _Toc509506724][bookmark: _Toc509506904]Introduction
[bookmark: _Hlk509572055]In RAN-2 meeting #102 on IAB-architectures, it was agreed to further study the various UP aspects for L2-relaying architecture including placement of an adaptation layer, functions supported by the adaptation layer etc. 
One issue to discuss is the usage of per-hop RLC or end-to-end RLC. In [1], we brought up several benefits with per-hop RLC such as:
· Quick detection and re-transmission
· Avoiding redundant transmission over successful links
· Smaller RLC buffers than end-to-end
· Support for per-hop segmentation to adopt to changing radio conditions
In the discussion question was raised regarding the handling of packet discard, and link failure. This contribution addresses these topics.
[bookmark: _Hlk509522710]Active Queue Management at congestion
As explained in [1], placing RLC functions per hop have several advantages over the end-to-end case. Here we highlight the additional benefits for RLC per hop when it comes to congestion control.
The F1-U protocol provides several functions for CU-DU interworking, such as delivery status, information on discarded packets, desired/minimum buffer sizes, etc. For the delivery status, the DU module of an IAB node will generate the Downlink Data Delivery Status Message for the CU. Apart from other information, the status message reports the lost NR-U packets, i.e., PDCP PDUs. However, as approved in NR UP protocol specification [2], it is up to the CU to decide the appropriate action for the lost NR-U packets, i.e., to retransmit those packets or not. This flexibility can be exploited for applications where the retransmission of lost packets is useless, such as services with strict delay budget (e.g. voice). Besides, per hop RLC makes it very easy to pinpoint the congested link, and thus discarding/dropping packets to avoid congestion. Such purposeful dropping of packets is a common mechanism in today’s Internet to counter congestion for elastic services. 

[bookmark: _Toc517411521]In today’s Internet, the deliberate dropping of packets is a common mechanism to counter congestion for elastic services.

In a multi-hop IAB system with per hop RLC, the packets can be dropped for voice and other delay intolerant services as its pointless to keep packets that will be discarded anyway by the receiving entity. Similarly, packets for low priority services can also be dropped, which can convey a signal to the higher layer of the user plane to slow down the transmission of packets (e.g. TCP congestion control/slow-start). Indeed, the CU can retransmit these dropped packets if required.
With end to end RLC, it’s difficult to discard packets at the intermediate links as all the packets that are put down in the RLC layer for AM bearers should be delivered (i.e. even if intentional packet drop is performed in intermediate IAB nodes, the corresponding RLC packet will end up being retransmitted, nullifying the purpose of AQM)
 
[bookmark: _Toc517411522]Per hop RLC ARQ facilitates the possibility to actively discard low priority packets in intermediate nodes in case of congestion or due to packets exceeding packet delay budget requirements.

[bookmark: _Toc517411523]It is not possible to perform AQM when end to end RLC ARQ is employed, since discarded packet would end up being re-transmitted.

[bookmark: _Toc517411524]Discarding low priority packets on the congested link can convey a signal to the upper layer protocols of the user plane, such as TCP, to reduce the transmission rate.

Retransmission of Lost Packets due to Link Failure
[bookmark: _Hlk509571545][bookmark: _Hlk509836056]In multi-hop IAB system, the redundant connectivity between IAB nodes is essential for recovering from link failure. However, since IAB nodes are static and network deployed, the likelihood of link failure is very low as compared to the links between UEs and network nodes. Even then, if a link failure occurs, assuming the full F1-U protocol is employed ([3), the CU would be aware of the lost packets (downlink traffic) thanks to F1-U flow control mechanisms and could retransmit PDCP PDUs indicated to be missing in the DL status delivery message received from the IAB DU. 

[bookmark: _Hlk516837249][bookmark: _Toc517411525]Since IAB node are fixed and network deployed, the likelihood of link failure between intermediate IAB nodes is considerably lower than the links between the UE and network nodes.

[bookmark: _Toc517411526]For the downlink, if full F1-U protocol stock is employed for the UP traffic, the CU would be aware of the missing packets through F1-U flow control mechanisms and could retransmit them. 

For the UL traffic, several mechanisms can be utilized to mitigate possible packet loss due to link failure/path switch, such as:
· Ensuring UE’s PDCP will not discard packets immediately on ACKs from RLC;
· PDCP recovery and re-establishment procedures to retransmit packets as long as they are not discarded due to discard timer expiry
· Re-injecting of the unACKED RLC packets to the new path (as illustrated by the example solutions discussed in [4].)
· Implementing UL status delivery in F1-U (from the CU-UP to the IAB node), whereby the IAB node can delay the sending of RLC ACKs to the UE until a confirmation of reception at the CU-UP
  
[bookmark: _Toc517411527]There are several solutions for preventing PDCP packet loss that may happen in a multi-hop IAB systems due to link failure/path switching. 
[bookmark: _Hlk517380383]Considering the above observations, we propose:
1. [bookmark: _Toc513739321][bookmark: _Hlk509849609][bookmark: _Toc509849962][bookmark: _Toc509850200][bookmark: _Toc509851058][bookmark: _Toc509851109][bookmark: _Toc510096636][bookmark: _Toc510098576][bookmark: _Toc510109182][bookmark: _Toc510110095][bookmark: _Toc510186099][bookmark: _Toc510186207][bookmark: _Toc510599683][bookmark: _Toc510603620][bookmark: _Toc510618815][bookmark: _Toc510713114][bookmark: _Toc512802106][bookmark: _Toc512840310][bookmark: _Toc512845972][bookmark: _Hlk509846182]RAN2 to decide whether the mitigation of PDCP packet loss due to link failure/path switch in intermediate IAB hops can be considered an enhancement that can be discussed in future releases.
1. If the decision is to solve the issue in the first IAB release, RAN2 to further discuss the solutions mentioned above. 
[bookmark: _Toc509506736][bookmark: _Toc509506915][bookmark: _Hlk509503543]Conclusion
[bookmark: _In-sequence_SDU_delivery]In this contribution, we have observed that: 

Observation 1	In today’s Internet, the deliberate dropping of packets is a common mechanism to counter congestion for elastic services.
Observation 2	Per hop RLC ARQ facilitates the possibility to actively discard low priority packets in intermediate nodes in case of congestion or due to packets exceeding packet delay budget requirements.
Observation 3	It is not possible to perform AQM when end to end RLC ARQ is employed, since discarded packet would end up being re-transmitted.
Observation 4	Discarding low priority packets on the congested link can convey a signal to the upper layer protocols of the user plane, such as TCP, to reduce the transmission rate.
Observation 5	Since IAB node are fixed and network deployed, the likelihood of link failure between intermediate IAB nodes is considerably lower than the links between the UE and network nodes.
Observation 6	For the downlink, if full F1-U protocol stock is employed for the UP traffic, the CU would be aware of the missing packets through F1-U flow control mechanisms and could retransmit them.
Observation 7	There are several solutions for preventing PDCP packet loss that may happen in a multi-hop IAB systems due to link failure/path switching.

Based on these observations, we propose the following:

Proposal 1	RAN2 to decide whether the mitigation of PDCP packet loss due to link failure/path switch in intermediate IAB hops can be considered an enhancement that can be discussed in future releases.
Proposal 2	If the decision is to solve the issue in the first IAB release, RAN2 to further discuss the solutions mentioned above.
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