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Introduction
In 3GPP TSG-RAN WG2 NR Ad hoc 1801, the following agreements have been made for IAB design
Agreements
1: IAB design shall support multiple backhaul hops
	-	The architecture should not impose limits on the number of backhaul hops.
	-	The study should consider scalability to hop-count an important KPI.
	-	Single hop is considered a special case of multiple backhaul hops.
2: Topology adaptation for physically fixed relays is supported to enable robust operation, e.g., mitigate blockage and load variation on backhaul links
3: L2 and L3 relay architectures will be studied. Definitions of L2- and L3-relaying in the context of IAB is FFS
4: The IAB design should minimize the impact to core network specifications
5: The study should consider the impact to the core network signalling load as an important KPI
6: Strive to maximize reuse of Rel-15 NR specifications for the design of the backhaul link. Enhancement can also be considered.

In this paper, we discuss the IAB node startup procedure and some RAN2 procedures which can enable topology adaptation.
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IAB topology management and route adaptation operation can be viewed as a multi-stage process, which includes following procedures:
1) Topology discovery and management (on the long-term basis)
2) Route management/selection (on the mid/long-term basis)
3) Frame structure (re-)configuration (on the multi-frame basis)
4) Scheduling (on the TTI basis)
Scheduling operation fundamentally is expected to be similar to what is present in NR with some changes which may be introduced on account of adaptation layer functionality. Hence, the contents of the paper mainly focus on the first three aspects mentioned above.
Topology Discovery
Topology and route management can be seen as two independent processes: 1) Discovering the topology of the IAB supported network and 2) Choosing the most suitable route towards DgNB. The overall topology can change due to events such as relay mobility, relay failures, constant or long-term link blockage, etc. In turn, route management is a function triggered either by changed topology or other factors, such as load balancing.
Topology and route management may incorporate following procedures:
1) A relay in the MT mode first finds the best serving donor node (following the same procedures as if it were a normal UE and normal gNB). An IAB node may either connect to a cell supporting IAB functionality (e.g. based on O&M configuration provided) or it may connect to any NR cell where if a particular gNB does not support IAB functionality then a relay node would be switched to gNB that supports IAB functionality before the full relay mode is activated.
2) Once the relay establishes the RRC connection, its RRC messages are forwarded up to the DgNB and back, implicitly performing topology discovery and route selection.
3) Before switching the relay node into the full-functional IAB mode (e.g. before F1* interface is setup), it can be moved to a different serving node if so decided by NW following the legacy handover procedures. 
Topology and route management may incorporate following procedures:
a. A relay in the MT mode first finds the best serving donor node, following the same procedures as it were a normal UE and normal gNB.
b. Once the relay establishes the RRC connection, RRC messages are exchanged between DgNB and IAB node, performing topology discovery and route selection functions.
c. Before switching the relay node into the full-functional IAB mode, it can be moved to a different serving node if so decided by NW following the legacy handover procedures
Topology Adaptation
There are basically two major cases for a relay node to change its serving gNB, “controlled” and “independent”. The “independent” case is when a connection to the current serving gNB is lost (e.g. RLF) and the relay node has to find a new host. This can be modelled as connection re-establishment or can be considered as a warm/cold reset. This can be supported with minimal specification changes.
Topology adaptation can be performed by the network by existing idle/inactive mode procedures
In the “controlled” case, the network may decide to switch the relay to a different parent node. This is in principle identical to the handover procedure. However, there are some issues which may need to be addressed for this case. The primary issue is address is whether to support IAB mobility while ensuring no packet loss for the UEs connected to the given IAB node. There is a possibility of a scenario where packet loss may occur at one of the intermediate IAB nodes for multi-hop scenario. 
Topology adaptation can be performed using ‘controlled’ change where the network may decide to switch the IAB node to a different parent node (similar to RRC handover)
PDCP currently performs retransmission of packets only on the basis of acknowledgement received from RLC Layer. However for multi-hop scenario, since we can have hop-by-hop RLC ARQ, then it is possible that the first RLC entity (e.g. RLC at UE) would receive ACK for the packet transmitted while an intermediate RLC (e.g. RLC entity at an IAB node) loses the packet. In this case, PDCP based recovery mechanism cannot perform retransmission of the lost packet because PDCP recovery is applicable only at UE and DgNB, while packet can be lost in an intermediate node. However, this issue can be of lower priority if topology adaptation is expected to be performed very rarely.
RAN2 to discuss whether lossless packet delivery on backhaul need to be ensured for controlled IAB topology change
One thing that needs to be considered is whether the topology adaptation decision is centralized, or distributed. At least for the case of 1x architecture, the decision for controlled change should be centralized and taken by the DgNB (given that RRC entity is present in DgNB). For the case of 2a architecture, where RRC entity is available at each IAB node, the decision can be assumed as distributed with some amount of inter-node coordination between source and target IAB nodes. For the case of centralized decision, if a decision is made to change a path (even a small alteration), a fully updated mapping table would need to be sent to the entire set of IAB nodes along the chain. 
Frame Structure Reconfiguration
Frame structure (re-)configuration aims at optimizing partitioning of the DL/UL resources between the access and relay links to achieve the best performance of the system. The exact algorithm is of course is up to the network implementation, but it needs to be confirmed whether all the necessary signaling exists to enable that. In CU-DU split, DL/UL configuration is determined by the DU side since SIB1 is generated by DU. Moreover, there is no means available for CU to modify DL-UL configuration. However, in multi-hop IAB deployment, frame structure configuration to be used by an IAB node would also dependent on frame structure configuration used by other IAB nodes connected to the same DgNB. Hence, some mechanisms may be needed for DL-UL configuration coordination between IAB nodes. There are two options which can be possible for frame structure configuration management:
1) Each IAB node generates its own frame structure configuration with coordination with other IAB nodes: This option is in line with current assumption that UL/DL configuration is decided by DU. However, this is expected to bring additional complexities- e.g. defining interface between different IAB nodes for coordination, exact procedure of coordination (e.g. triggering condition etc).
2) Donor gNB provides assistance information to IAB node which can be used to determine frame structure configuration (e.g. DgNb can provide restriction on allowed set of frame structure configurations): This option seems to be simpler because already setup F1* interface can be reused for assistance information provision. Also, since DgNB is expected to have knowledge of topology deployed, it would be easier for DgNB to determine frame structure configuration restriction.
To keep it simpler it is preferable that we don’t define any additional interactions between IAB nodes working as DUs. Using existing F1* interface can provide the necessary coordination and allows centralized control which is desirable for frame structure reconfigruation.
Regardless of the architecture type 1 or 2, donor gNB is responsible for determining backhaul frame partitioning configuration and forwards the configuration to the IAB nodes 
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Conclusion
Following observations and proposals are made in this contribution:
Proposal 1	Topology and route management may incorporate following procedures:
1) A relay in the MT mode first finds the best serving donor node, following the same procedures as it were a normal UE and normal gNB.
2) Once the relay establishes the RRC connection, RRC messages are exchanged between DgNB and IAB node, performing topology discovery and route selection functions.
3) Before switching the relay node into the full-functional IAB mode, it can be moved to a different serving node if so decided by NW following the legacy handover procedures
Proposal 2	Topology adaptation can be performed by the network by existing idle/inactive mode procedures
Proposal 3	Topology adaptation can be performed using ‘controlled’ change where the network may decide to switch the IAB node to a different parent node (similar to RRC handover)
Proposal 4	RAN2 to discuss whether lossless packet delivery on backhaul need to be ensured for controlled IAB topology change
Proposal 5	Regardless of the architecture type 1 or 2, donor gNB is responsible for determining backhaul frame partitioning configuration and forwards the configuration to the IAB nodes
FFS parameters to be included within frame partitioning configuration
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