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1   Introduction
In the IAB architecture, as described in the relevant TR [1], the UE establishes RLC channels to the DU on the UE’s access IAB node. Each of these RLC-channels is then extended via a potentially modified form of F1-U, referred to as F1*-U [1], between the UE’s access DU and the IAB donor. The information embedded in F1*-U is carried over RLC-channels across the backhaul links. Transport of F1*-U over the wireless backhaul is enabled by an adaptation layer.

Two different options for placement of the adaptation layer are currently under study in the IAB SI:

· integrated with MAC layer or above MAC layer (we refer to these options as the MAC-based, or MAC-level solutions);
· above RLC layer.
Pros and cons of the two solutions above have been extensively debated by RAN2. In order to move the discussion further towards the technical details, in this tdoc we focus on design options and their spec impact of both of the above two placement options.
2   Design details
2.1   Main features

For the IAB design using the “above RLC” solution, the adaptation layer performs aggregation of DRBs of individual UE bearers. For the IAB design using the MAC-based adaptation layer, packets are routed from previous to next hop (from the input LCH to the output LCH) using MAC level information. Based on a mapping table, details of which will be discussed below, the IAB node performs the routing which also includes offload of ‘local’ traffic. Unlike the “above RLC” case, scheduling and routing are integrated in this “extended” MAC layer.  
2.2   Mapping details

When putting the adaptation layer below RLC, we will have a separate RLC entity per individual UE bearer in each IAB node, and this is common for both of the above options for the MAC-based adaptation layer design. To deal with a potentially significant increase in the number of DRBs an IAB node will have to deal with compared to what the NR protocol stack was design for, we see two basic options for MAC-based adaptation layer design:

· Adding UE ID in the MAC header; or

· Extending LCID field.
The details of DRB to LCH mapping for different positions of the adaptation layer within the NR protocol stack are shown in Figure 1. Some key differences are then explored below.
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Figure 1: Overview of different UE DRB mapping solutions depending on the position of the adaptation layer. 
2.2.1
Above RLC solution

The premise behind this solution illustrated in Figure 1a is that we do not change NR UP lower layers. In other words, the IAB node will support same number of 16/32 DRBs and RLC entities as the NR UE. As a result, to multiplex and differentiate between individual UE DRBs carried over the IAB links, a new layer is added on top of RLC but below PDCP. The new layer effectively conveys the UE ID and DRB ID. Intermediate IAB nodes will use UE ID part to decide which hop a packet should be sent to, and the last IAB node will map UE ID and DRB ID into the correct C-RNTI and LCID. The DRB ID field size can be 1 byte, which can address up to 255 DRBs (more than enough accounting for the fact that 16/32 DRBs will be supported by NR, and assuming that the NR bearer limit is used unchanged for the IAB links). As for the UE ID part, its maximum size should be governed by the maximum number of UEs that a particular CU/gNB can address.
One of the obvious advantages of this solution is that we keep NR RLC and MAC layers unmodified. In addition, almost any number of UE DRBs can be multiplexed over IAB DRBs without any further impact. Additionally, with this solution the IAB nodes can easily be upgraded to fiber-connected DUs, which is an obvious deployment benefit. At the same time, it is worth noting that individual UEs may have different DRBs with different QoS requirements, aggregation of which into the limited number of DRBs creates additional challenges for the IAB scheduler.
2.2.2
Above MAC solution 
In this approach (illustrated in Figure 1b) we keep one-to-one mapping between the UE DRBs and IAB DRBs, which means that packets from different UEs and services are not multiplexed in the same buffer, but rather have a separate queue. This approach eliminates various packet blocking issues because each UE DRB has a separate queue and RLC state machine. In other words, packet retransmissions in one queue do not impact other queues. At the same time, packets from different UE bearers are multiplexed over the same number of logical channels as in NR. RLC PDUs from different UE bearers are aggregated into a MAC PDU using the same LCID, requiring a new multiplexing entity not in the current NR UP stack. Therefore, the MT part of the IAB node may be configured with much more RLC entities than an ordinary NR UE supports. 
As in the above RLC solution, a new header is needed that will identify a particular RLC entity where incoming packets will be routed. The header can be as simple as "RLC channel ID", but its total size and logical purpose would be identical to the "UE ID + DRB ID" combination in the solution “above RLC”.  

2.2.3
Within MAC solution 
In this method (illustrated in Figure 1c), we keep the overall design of the NR protocol stack unchanged and do not introduce any multiplexing at intermediate levels. As a result, there is one-to-one mapping between the UE DRB, IAB DRB and IAB logical channel, meaning that every UE DRB gets an independent treatment through the whole path. As already discussed quite extensively in RAN WG2, it allows IAB scheduler to see each individual UE DRB allowing to prioritize and schedule immediately most sensitive packets. Therefore, the IAB node will be configured with many more RLC entities and logical channels that that an ordinary NR UE supports. 
One key consideration for this solution is how many bytes we should allocate for the extended LCID field. This is not dissimilar to considerations on the size of the UE ID field for the "Above RLC" solution.
2.3   Specification impact and overhead
For the "Above RLC" solution, the following changes are needed:

-
Most likely a completely new protocol layer has to be introduced and a new specification must be created (similar to the SDAP layer). 

-
It is not clear whether UE ID will be a completely new identifier or whether one of the existing identifiers can be reused. Introduction of a new ID is likely to lead to a long and protracted discussion in RAN WG2.
-
If a new UE ID is not allocated locally but is rather centrally allocated and controlled, then it will immediately impact the control plane procedures.
For the "Above MAC" solution, the following changes are anticipated:

-
A new field "RLC channel ID" will be needed in the MAC header. Somewhat similar to a new ID, it may lead to protracted discussion in RAN WG2.
-
With the addition of this new field, changes will be needed to the scheduler, meaning we cannot reuse existing scheduler designs. 

-
Since data from different RLC state machines are multiplexed over the same logical channel, we will need to specify rules for a transmitting node on how to select a particular RLC instance. It may add another dimension of complexity into the existing procedure when a transmitter has to select a particular logical channel for the uplink allocation.


For the "Within MAC" solution, the following changes are anticipated:

-
We do not need to introduce any new identifiers or fields. Instead, we need to extend the LCID field so that it can address more logical channels and DRBs. Extending the LCH ID space was a relatively simple exercise in the extended number of bearers LTE WI.
-
It has to be checked whether 8 groups for the uplink BSR reporting is sufficient of whether the serving node has to possess better knowledge of which DRB has uplink data.

Each of the aforementioned solutions adds some overhead, so here we provide a quick overview of potential overhead impact. For the "Above RLC" solution, an adaptation header is added for each RLC SDU, so "UE ID + DRB ID" header is added only once. For the "Above MAC" solution, the adaptation header is added for each RLC segment, which in principle can introduce a higher overhead if both headers are of the same size. On the other hand, it is not likely that all the RLC SDUs will be segmented over the IAB link because it is anticipated to have much larger capacity than the access link. In fact, for small and medium size packets the MAC level solutions may even provide somewhat smaller overhead as the corresponding adaptation layer header can be added only once for all the RLC SDUs aggregated into the same transport block. This of course depends on the final design. 

As for the "Above MAC" and "Within MAC" solutions, they introduce comparable overhead because both "RLC channel ID" and "extended LCID" specify how many UE bearers can be integrated at the IAB node, which then uniquely determines the overhead.
2.4   Mapping table design

Mapping table design principle is almost identical for the two MAC-level solutions. Note however that even though in the “extended LCID” case there is a one-to-one mapping between LCID and DRB, we will still need some UE information. Basically, in the routing table, the ingoing LCID and outgoing LCID will be included. When an IAB node receives packet from LCID 1, it can identify from the routing table if it is e.g. for UE1’s DRB1, since LCID information itself does not include any UE ID information. For the “UE ID + legacy LCID” case, the UE ID is present in the adaptation layer header.

3   Proposed way forward for RAN2

Based on above analysis we propose the following:
Proposal. RAN2 to consider the above analysis and include agreeable aspects of the analysis into the next version of the IAB TR.
4   Reference
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