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1 Introduction
A new study item on “Integrated Access and Backhaul for NR” was approved in RAN#75[1] with detailed objectives as follows:
· Topology management for single-hop/multi-hop and redundant connectivity [RAN2, RAN3], e.g.

· Protocol stack and network architecture design (including interfaces between rTRPs) considering operation of multiple relay hops between the anchor node (e.g. connection to core) and UE 

· Control and User plane procedures, including handling of QoS, for supporting forwarding of traffic across one or multiple wireless backhaul links

· Route selection and optimization [RAN2, RAN1, RAN3], e.g.

· Mechanisms for discovery and management of backhaul links for TRPs with integrated backhaul and access functionalities
· RAN-based mechanisms to support dynamic route selection (potentially without core network involvement) to accommodate short-term blocking and transmission of latency-sensitive traffic across backhaul links

· Evaluate the benefit of resource allocation/route management coordination across multiple nodes, for end-to-end route selection and optimization.

· Dynamic resource allocation between the backhaul and access links [RAN1, RAN2], e.g., 

· Mechanisms to efficiently multiplex access and backhaul links (for both DL and UL directions) in time, frequency, or space under a per-link half-duplex constraint across one or multiple backhaul link hops for both TDD and FDD operation 

· Cross-link interference (CLI) measurement, coordination and mitigation between rTRPs and UEs

· High spectral efficiency while also supporting reliable transmission [RAN1]

· Identification of physical layer solutions or enhancements to support wireless backhaul links with high spectral efficiency

· Note: support of these functionalities should consider existing mechanisms for access links as a starting point

In this contribution, we present some consideration about principles for high layer protocol design of IAB.
2 Discussion
2.1 Topology management and routing
High frequencies are strong candidates to be used for IAB in both backhaul link and possibly access link due to its plentiful radio resource.  However, it is well known that the coverage of a high frequency link is limited as a result of high propagation loss. Therefore, multiple relay hops is recommended as an alternative solution to extend the coverage for high frequency. Also, the high frequency link is easy to be blocked. An IAB network with multi-connectivity may also be deployed to provide redundant links in case of link blockage. 

As shown in figure 1(a), the multi-hops IAB network can be modelled as hierarchical topology. Moreover, multi-connectivity for both the backhaul link and the access link are possible deployment scenarios in IAB networks, and when the backhaul link supports multi-connectivity, the network topology may become more complicated as shown in figure 1(b). Thus, topology management (e.g. centralized or distributed topology management schemes), as well as routing solutions need to be clarified for the IAB network topology. 

Proposal 1 Topology management and routing solutions should be clarified for IAB network model with multi-hop and multi-connectivity backhaul.
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(a)  Hierarchical topology for muli-hop IAB  
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(b) Multi-connectivity backhaul and multi-hop IAB 
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Figure 1. Network topology model for IAB networks with multi-hop and multi-connectivity
2.2 User plane and control plane protocol design 
2.2.1 Requirements for protocol design

For the user plane and control plane protocol design of IAB, it is essential to support efficient data forwarding and efficient low layer configuration with low latency, especially for multi-hop cases. In addition, to minimize the impact of link failure/blockage, as well as support seamless UE mobility and load variation/balancing, highly robust backhaul/access links and good mobility performance should also be taken as key requirements for IAB network.

Proposal 2 User plane protocol design should consider the following requirements: 

-
Efficient, low latency forwarding of traffic; 

-
High robustness to network topology and loading changes, due to for example relay or link failure, blocking, UE mobility, load variation.

Proposal 3 Control plane design should consider the following requirements:

-
Efficient and low latency L1/L2 configuration to the UE； 

-
Good mobility performance e.g. fast link switch for blockage, seamless and lossless mobility

2.2.2 User plane functions

When it comes to the relay type of IAB, one approach to take the type 1 relay node (RN) introduced in LTE release 10, which is known as a Layer 3 (L3) relay, as the starting point. Some mechanisms of R10 relay can be reused or imitated with minor changes. Such a L3 relay behaves as a fully functional gNB for UEs it serves, and the data forwarding between L3 relay and Donor gNB (DgNB)/user equipment (UE) is based on IP packets.

Alternatively, IAB relay nodes can be optimized to support a simplified functions when considering latency reduction, mobility and link redundant requirement. Therefore a Layer 2 (L2) relay, which behaves as a wireless transmission point (TRP) with part of the layer 2 functions, may also be a candidate solution. Data forwarding between a L2 relay and DgNB/UE is based on PDCP/RLC/MAC PDUs.

Furthermore, efficient allocation of radio resources, particularly with data routing across multiple hops, may need further investigation. For example, resource allocation for the UL is based on the SR and BSR mechanisms in the MAC. However, this mechanism adds latency, which is likely to be significantly amplified by traversing multiple hops. Therefore, it is useful to study how user place functions can be enhanced to reduce processing delay in the IAB relay node, and optimize end-to-end latency.

Proposal 4 The following User plane options for IAB relay can be studied: 

-
Forward on IP packets (L3 RN)； 

-
Forward on PDCP/RLC/MAC PDU (L2 RN)；

-
Based on a) or b), further enhancements to user plane sub-functions to reduce processing delay in IAB relay node.
2.2.3 Control plane functions  

One option, similar to the R10 relay architecture, is for the peer entity which terminates the UE’s RRC function can be located at IAB relay node, while the DgNB just behaves as NG proxy node between IAB relay node and 5GC. In this case, the IAB relay node is similar to a L3 RN in that it behaves as a full functional gNB from the perspective of the network.

Another option is that the DgNB is the peer entity which terminates the UE’s RRC, and the IAB relay node behaves more as L2 RN which just forward control plane signalling between UE and DgNB. However, the disadvantage may be an increase in signalling, both over the Uu interface (i.e., interface between UE and the IAB relay node) and between IAB relay nodes, due for example to UE mobility events.
Yet another approach may be to partition certain control plane functions between the IAB relay node and DgNB. For example, the UE context related management function could be located at DgNB, while other control plane functions (e.g. configuration of L1/L2 real time parameters) could be located at the IAB relay node.
Proposal 5 The following control plane options can be studied:

-
Centralized RRC located in DgNB； 

-
Distributed RRC located in IAB relay node；
-  Based on a) or b), further enhancements to control plane sub-functions to minimize signalling load and latency for IAB network.
2.3 Security aspects

2.3.1 Data transmission security for UE
To ensure data transmission security in an IAB network (for either user plane data or control plane signalling), two possible security architectures can be identified as follows:

· Path based security: The data transmission security can be ensured using end to end PDCP security functions (located in DgNB and UE). Thus the DgNB and the UE can obtain the KgNB and derived UP/CP keys as usual without any impact to the IAB relay node.

· Hop by hop security: PDCP security functions are supported for each hop, and each parent node is responsible for deriving the UP/CP keys for the child node. A key associated with IAB relay node (may be denoted as KRN) should be derived by the IAB relay node and provided by the network using a secure channel to its parent node. For multi-hop IAB architecture, this option may increase the processing delay and complexity.

Proposal 6 Regarding UE security, both path based security architecture and hop-by-hop security architecture should be studied.
2.3.2 IAB relay node authentication
In the LTE R10 relay architecture, a RN should be authenticated before it activates the relay operation. With the current RN authentication scheme, RN and the USIM-RN perform local security operations, e.g. establishment of a secure channel between RN and USIM-RN, two possible solutions are defined as follows.

· Certificate-based: the RN uses USIM-INI in attach for RN pre-configuration (Phase I) and USIM-RN in attach for RN operation (Phase II);

· PSK based: only need for one USIM and the RN uses the same IMSI during Phase I and Phase II;

For an IAB relay node, identity authentication before it works as a relay node is equally important. The existing authentication scheme for an LTE RN can be a starting point of the study. Furthermore, it is worth noting that SA3 must be consulted before any decision on IAB authentication can be finalized.

Proposal 7 Regarding IAB relay node authentication, the LTE RN scheme can be taken as a starting point for the study.

2.4 QoS management
To ensure the QoS guarantee for user’s traffic, the QoS mapping should be executed between multiple air interfaces. For example, in LTE relay network, DeNB is responsible for the downlink QoS mapping between Uu and Un bearer, while RN is responsible for the uplink QoS mapping based on QCI-to-DSCP mapping rules configured by OAM. 
In IAB, QoS mapping between Un(s) and Uu interfaces is still important to ensure QoS guarantee. And in case of multiple-hops, the how to ensure QoS guarantee between UE and Donor which includes multiple Un interfaces may further be studied. A more fine-grained QoS policy based on QoS flow is defined in NR. Thus the design of QoS mapping scheme in IAB architecture should also take the flow based QoS granularity into consideration. 
Proposal 8 Some enhancements of QoS management should be taken into account e.g., supporting of flow to DRB mapping, QoS mapping between Un(s) and Uu.

2.5 IAB relay node Synchronization  

Inter-node synchronization should be satisfied to mitigate interference between adjacent cells. In NR systems, stringent inter-node synchronization (better than 3us in LTE) may be required for some cases with wide SCS and shorten subframe length. Moreover, multiple relay nodes will be deployed in IAB network. Thus It is beneficial to support synchronization over the air for cases when other methods such as GNSS or synchronization over wireline backhaul are not available, e.g. to reduce the complexity of IAB relay node. Therefore, we can study radio interface based synchronization mechanisms for IAB networks. 

Proposal 9 Inter IAB relay node synchronization should be supported, and radio interface based synchronization should be studied.
3 Conclusion

This paper mainly discusses some principles for IAB high layer protocol design. Based on the above discussion, we have following proposals:
Proposal 10 Topology management and routing solutions should be clarified for IAB network model with multi-hop and multi-connectivity backhaul.
Proposal 11 User plane protocol design should consider the following requirements: 

-
Efficient, low latency forwarding of traffic; 

-
High robustness to network topology and loading changes, due to for example relay or link failure, blocking, UE mobility, load variation.

Proposal 12 Control plane design should consider the following requirements:

-
Efficient and low latency L1/L2 configuration to the UE； 

-
Good mobility performance e.g. fast link switch for blockage, seamless and lossless mobility.
Proposal 13 The following User plane options for IAB relay can be studied: 

-
Forward on IP packets (L3 RN)； 

-
Forward on PDCP/RLC/MAC PDU (L2 RN)；

-
Based on a) or b), further enhancements to user plane sub-functions to reduce processing delay in IAB relay node.
Proposal 14 The following control plane options can be studied:

-
Centralized RRC located in DgNB； 

-
Distributed RRC located in IAB relay node；
-  Based on a) or b), further enhancements to control plane sub-functions to minimize signalling load and latency for IAB network.
Proposal 15 Regarding UE security, both path based security architecture and hop-by-hop security architecture should be studied.
Proposal 16 Regarding IAB relay node authentication, the LTE RN scheme can be taken as a starting point for the study.
Proposal 17 Some enhancements of QoS management should be taken into account e.g., supporting of flow to DRB mapping, QoS mapping between Un(s) and Uu.
Proposal 18 Inter IAB relay node synchronization should be supported, and radio interface based synchronization should be studied.
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