Page 4
Draft prETS 300 ???: Month YYYY
[bookmark: _Hlk503451653]3GPP TSG-RAN WG2 NR AH1801	R2-1801021
Vancouver, CA, 22th Jan – 26th Jan 2018

Agenda Item:	11.1
Source:	Ericsson
Title:	Deployment scenarios and use cases for Integrated Access Backhaul 
Document for:	Discussion, Decision
Introduction
At the RAN meeting #75, it was agreed to start a study item on Integrated Access and Backhaul (IAB) for NR. In this contribution the IAB uses case deployment scenarios and topology are discussed. 

Integrated Access and Backhaul (IAB)
The increased demand for higher bit rates requires a higher densification of the network. Deploying small cells closer to the end users gives both higher capacity and better coverage. However, for such a deployment, a large rollout of fiber is needed, which is not always feasible due to complexity and cost reasons. A solution to this issue is to replace fiber/cable with wireless self-backhauling. NR deployed at high frequencies will provide large spectrum and, if used for small cell self-backhaul, will provide the required higher capacity and better coverage. 
In Integrated Access and Backhaul (IAB), a donor node (referred to as IAB donor node in this paper), which essentially is a gNB or part of a gNB, is wirelessly self-backhauling one or more NR nodes. Those self-backhauled NR nodes are in this paper denoted as IAB Node(s) IAB-N. The IAB-N will then provide access to UEs which, depending on the use case, can be fixed wireless terminals (FWT) and/or mobile UEs. An IAB-N is similar to a relay node that was defined in LTE release 10. However, an important difference is that the relay node as specified in release 10 was only defined for single hop whereas in the IAB SI it is assumed that multi-hop will be supported.
The connections between a donor node and an IAB-N (and also between IAB-N nodes in the case of multi-hop deployment) are referred to as the IAB-backhaul links whereas we use the term IAB-Access links for the connection between IAB-N and the UEs (see figure 1).
IAB terminology
In this contribution the following terminology is used, also illustrated in Figure 1,
· IAB donor node (IAB-DN): The gNB or part of the gNB, that is using NR to backhaul other NR nodes. 
· IAB node (IAB-N): The NR node being backhauled using NR radio to another NR node (either an IAB node, or an IAB donor node)
· IAB backhaul link: The NR link between the IAB node and the other IAB nodes or IAB donor node providing backhaul. 
· Access link: The link between a UE and a IAB donor node (in case UE is being directly served by it without an intermediary IAB-N).
· IAB access link: The link between the IAB node and the UEs.
· Inband/Outband: Inband means that the same carrier frequency is used both for the IAB-backhaul link and the IAB-access link. Outband means that the IAB-backhaul link and the IAB-access link uses different carrier frequency.
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Figure 1. A Fixed Wireless Access IAB deployment scenario
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IAB usage/deployment scenarios
The main IAB usage scenarios are:
· Fixed wireless access (FWA) which is the use case where the IAB-access link(s) connects to Fixed Wireless Terminals (FWT). This is the scenario depicted in Figure 1, The FWA has the following properties:
· The FWT may be owned by service providers and act as a network termination point
· The FWT is a static device
· Over time guaranteed service level expected
· ’Full’ control of users and capacity usage
· LOS assumed for great SNR improvements
· Same/Similar” Peak rates as with MBB but significantly higher average/busy-hour rate in FWA
The IAB-N in this case may for example be located along streets closer to the FWT devices. NR beam management should for mmW operation be used to reduce interference between IAB backhaul links and IAB access links and also efficient resource sharing between IAB backhaul link and IAB access link.
· Small cell backhaul where the IAB-N essentially is a small cell, as shown in Figure 2. The properties of this use case is to increase coverage for MBB users.
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Figure 2. A small cell backhaul deployment scenario

· Mixed scenario where the IAB-N may serve both FWA and mobile UEs. This is shown in Figure 3. Note that this mixed scenario could be either FWA-centric with some mobile UE support (i.e. the deployment of the nodes will be made to satisfy FWA terminal needs but mobile UEs can also be served when resources are available) or small cell centric (i.e. the deployment of the nodes will be made to satisfy the coverage needs of MBB users, but some FWA terminals could be served when resources allow).
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Figure 3. A mixed (FWA + Small cell) IAB deployment scenario
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There are several aspects of IAB deployment/use scenarios that could be considered on top of the above scenarios, for example:
· IAB can be used to backhaul non 3gpp access like DSL/G.fast, Cable/Docsis and public WLAN (see Figure 4). 
· IAB deployment can be realized either Inband or out-band. Table 1 summarizes the possibilities for these. 
· Multi-hop support where there are more than one IAB node in a chain as illustrated in Figure 1 and 3. Number of hops should be evaluated based on impact on complexity and performance, i.e latency, bit rate, BER-objectives. Also, there should be a consistent end user experience independent on number of hops.
· Multi-donor scenarios (see section 2.3)
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Figure 4. FWA with non 3gpp access link


	Backhaul link
	RAT
	Access link
	RAT

	mmW
	NR
	mmW
	NR

	mmW
	NR
	< 6GHz
	NR/LTE

	<6GHz
	NR
	<6GHz
	NR/LTE



Table 1. Different options for combinations of frequency bands for the backhaul link and the access link.
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IAB topology overview
Figure 1 illustrated an IAB FWA deployment scenario with cascaded IAB nodes where the link between the nodes are static. However, the IAB architecture/protocols should be robust enough to recover from a situation where the link between IAB nodes, as well as between the IAB-node and the donor node can be changed (e.g. based on radio/load conditions). This is illustrated in Figure 5, where the IABN-node-2 switches from IAB-node-1 to IAB-node-3 for its backhaul connectivity when the radio conditions towards IAB-node-1 degraded (or it can be due to other reasons like overload situations on IAB-node-1). 
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Figure 5 A situation where the IAB topology adapts to bad radio conditions on the IAB backhaul links
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Several topologies can be envisioned for IAB deployed, such as cascaded topology, star-topology, multi donor topology or a combination of them. (see figure 6).
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Figure 6. Different IAB topologies
The different topologies shown above (and other advanced options such as full mesh connectivity) have their own advantages/disadvantages as well as a corresponding level of complexity, both in terms of specification/implementation. A thorough pros and cons analysis is required before we can decide the IAB topology to be specified.  
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Conclusion
In this contribution, we have discussed the different use case and deployment aspects of Integrated access backhauled networks and we propose:

Proposal 1	The gNB or part of a gNB that is wirelessly backhauling the NR nodes should be named IAB donor node
Proposal 2	The term IAB Node shall be used for the node that is being wirelessly backhauled
Proposal 3	The wireless link connecting the IAB donor node and the IAB node shall be named as IAB Backhaul link.
Proposal 4	The wireless link from the IAB node to the UE shall be named as IAB Access link.
Proposal 5	The main IAB use cases should include FWA and small cell backhauling.
Proposal 6	The different options for combinations of frequency bands for the IAB backhaul and access links, as depicted in Table 1, should be supported.
Proposal 7	The IAB architecture/protocols should support dynamic topology switching for robustness (e.g. handling of radio link degradation on the backhaul links, overloading of intermediate IAB nodes, etc…)
[bookmark: _GoBack]Proposal 8	A detailed pros and cons analysis of the different IAB topology options is required before deciding on the option(s) to support.
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