TSG-RAN WG2 LTE ad-hoc
R2-051743
Sophia Antipolis, France, June 20-21, 2005
Source:
Ericsson
Title: 
EUTRAN Delay Budget Comparison
Agenda Item:
3.2

Document for:
Discussion
1. Introduction

Currently, several proposals for the radio access network architecture for EUTRAN are discussed. 

This document discusses the impact of the architectural choices for the Radio Access Network on the delay budget and its relation to the latency requirements as defined in TR 25.913. There it is stated that user plane one-way delay between the IP-layer in UE and the IP-layer in the EUTRAN Edge-Node should not exceed 5 ms for both directions.

This document describes the delay budget of a Rel6 network under low load conditions. Based on that, the delay budget for a possible EUTRAN network is derived. Two candidate architectures are studied, one in where all RAN functionality has been moved into the Node B and one in where the user data still passes a central node.
2. Delay Budget of a Release 6 Network

The requirement of further reduced user plane latencies for EUTRAN needs to be put into perspective. This allows to identify where delays should be decreased in order to reach the requirement of 5 ms one-way delays. Therefore, this document considers a Rel6 network as the reference network.

For the following considerations, it is assumed that the network is operated with low load. This implies that queuing, scheduling and retransmissions delays are assumed to be zero. The results are therefore a lower bound. Delay values in loaded scenarios might be significantly higher, in particular for low priority traffic, because queuing and scheduling delays become dominating in such scenarios.
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Figure 1: Latency Contributors in a Rel 6 Network

Figure 1 shows the nodes involved in the user plane transmission. For each node and each interface the estimated latencies are given. For the network interfaces besides the Uu interface it is assumed that the associated latencies are dominated by the propagation delay. According to the propagation speed in copper cables of 200,000 km/s, a distance between two nodes of 200 km results in a latency of 1 ms. Obviously, the network topology choice has therefore a significant impact on the system latency. The numbers used here are an example chosen to yield a reference case which can then be used for the comparison with the EUTRAN network architectures on equal terms. It should not be seen as a typical network layout.

The latency values for the Uu interface apply if the enhanced uplink and HSDPA are used. This means that for both, up- and downlink, a 2 ms TTI is considered. Furthermore, it is assumed that the Hybrid ARQ Round Trip Time (RTT) corresponds to 6 TTIs or 12 ms.

For the given reference case, the RAN RTT is estimated to be 16 ms. On top of the HARQ RTT, the RAN RTT includes the L2/L3 processing in the UE and the RNC and the propagation delays of the Iub interface.

Finally, the E2E RTT between UE and server is 23 ms. 

3. Delay Budget of a EUTRAN Network with Centralized Anchor Point

Figure 2 shows the involved user plane network nodes for a EUTRAN network with a centralized RAN anchor point (RNC+). Compared to the network shown Figure 1, the SGSN has been removed under the assumption that its functionality has been distributed to RNC+ and/or GGSN+. Accordingly, the Gn interface is removed. It is assumed that the removal of the SGSN helps to reduce the end-to-end latency, because this node is often co-located either with the RNC or the GGSN.
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Figure 2: Latency Contributions for a EUTRAN Network with centralized RAN anchor point

The assumptions for the latency contributions used for the Rel6 reference case have been kept. Besides the removal of the SGSN, the main differences to the reference case is the reduced frame length of 0.5 ms instead of 2 ms. However, it is still assumed that 6 TTIs correspond to one HARQ RTT. Thus, the reduction of the TTI provides the most significant contribution to the latency reduction compared to Rel6.

Similarly, the RAN RTT is significantly reduced by using the shorter TTI. Under the given assumptions, the RAN RTT is only 7 ms compared to 16 ms for Rel6, i.e., only roughly 50% of the Rel6 latency. More important, the short TTI allows achieving a RAN RTT of less than 10 ms and thus it is possible to fulfil the EUTRAN user plane latency requirement for a 5 ms one-way delay between UE and RNC+ in both directions.

The E2E RTT for the given example is with 13 ms also significantly smaller than for the Rel6 reference case.

4. Delay Budget of a EUTRAN Network without Centralized Anchor Point


The next scenario, which is studied, is the case when all RAB functionality is moved down to the NodeB. No centralized RAN node exists. In this case the Iu+ interface connects the GGSN directly with the NodeB.

Since it is assumed that the Uu interface is identical to the previous scenario, the HARQ RTT is assumed to be the same, i.e., 3 ms.

The RAN RTT is significantly shorter compared to the network with centralized RAN anchor point, because now IP packets are visible in the NodeB. Based on the used assumptions, the RAN RTT can be estimated to 5 ms. Obviously, with this architecture it is easier to achieve the user-plane latency requirement of TR 25.913, because the NodeB becomes the EUTRAN edge node. 

However, the removal of a centralized RAN anchor point provides no gain in terms of the end-to-end latency, which is ultimately the delay that determines the user perception for many services. The L3/L2 processing of the RNC is moved down to the NodeB and therefore not eliminated. Still same amount of L3/L2 processing is required. Furthermore, it is assumed that the architectural choice of removing the central anchor point has no impact on the physical location of the GGSN or NodeB. Thus, the distance (length of the connection) remains basically the same. Therefore, the previous Iub and Iu+ delays (basically consisting of propagation delays) need to be added to obtain the Iu+ delay for the considered scenario. Consequently, the end-to-end delay is still 13 ms under the given assumptions.
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Figure 3: Latency Contributions for a EUTRAN Network without centralized RAN anchor point

5. Conclusions 

This document has analysed the delay budget of the Rel6 network and two candidate EUTRAN architectures, one with a RAN central anchor node and one without. For all three networks a low load scenario was assumed, i.e. the latency budget does not include any retransmission, queuing or scheduling delays.

It was shown that the decrease of the TTI is sufficient to achieve the one-way user plane latency requirement as defined in TR 25.913 for both discussed EUTRAN architectures. Furthermore, the comparison with the Rel6 network reveals that besides the reduction of the TTI also the removal of the SGSN contributes to the reduction of the end-to-end latency. Finally, it was argued that the expected end-to-end latency is similar for both discussed EUTRAN architectures, because the latency is determined mostly by the propagation delay in the network.
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