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1 Introduction

In the framework of LTE this document provides a collection of potential improvements regarding L2/L3 protocols.

The existing protocol structures in UMTS while being feature rich has some duplication of functionality and is complex.  A packet only E-UTRAN with stringent delay requirements both on call set up time and user plane latency require simpler protocols.  This contribution identifies some of the complexity and functional duplication and also looks at where some of simplifications and efficiencies can be realized.

2 Discussion

There are different visions of what future networks will look like.  Some common views are that the network architecture would become more flat in terms of hierarchy and less number of hops for the user traffic and that all services including voice will be provided in the PS domain, i.e. future networks will most likely not have a CS domain anymore. 

Since the architecture and logical nodes are yet to be identified we look at the functionality required for the E-UTRAN protocol stack towards the UE.  While it is not the intention of this contribution to discuss the distribution of the functionality into logical elements, where required, some evaluation of the logical split between the functionalities is given.  However this does not imply whether such a split is essential or not.

The discussion below looks first at the User plane and then at the Control plane functionality needed in the evolved network and optimisation possible.

2.1 User plane

The user plane of today’s network has the following protocol stack.  Mac-hs and Mac-e perform fast HARQ retransmissions.  The MAC also does re-ordering.  RLC performs segmentation/re-assembly, ciphering, AM does re-transmissions, etc.  PDCP does header compression. Figure 1 illustrates the protocol architecture as implemented in a today’s UTRAN.  
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Figure 1:Radio interface protocol architecture

2.1.1 Retransmission mechanisms

Today we have several retransmission mechanisms in UTRAN that react on different time basis:

· Mac - HARQ for fast retransmissions deployed with HSDPA/HSUPA on a basis of a few TTIs

· RLC AM retransmissions on a basis of ~ 100-200ms

· TCP L4 retransmissions on a basis of several 100 ms

In our view multiple retransmission loops rather increase complexity than providing significant benefits.  RLC re-transmissions are quite slow anyway and increase packet latency.  Therefore we propose to integrate RLC and MAC retransmission mechanisms.   The new L2 would also incorporate segmentation and reassembly. Principally we propose to unite RLC/Mac-d/Mac-hs/e/es functionalities in a single L2 entity.

2.1.2 Encryption and header compression

Another functionality of the RLC is encryption.   It is clear that encryption must be done after header compression.  In the current system encryption and header compression are done at separate layers.  With low bandwidth last mile it is more efficient to have both done at a higher point in the topology but with high bandwidth backhaul, a single hop from NB to a “gateway” will reduce latency thereby motivating this function at the NodeB level.  

Additionally, if encryption and header compression is performed in the NB, it makes the NodeB more “service” aware and the possibility to perform service specific optimisations.  

Interaction of the header compression layer with layer 2 for detection of packet loss is also useful.   Where the two are not on the same node, some additional mechanism may be beneficial.  

2.1.3 Handling mobility and data loss

In a future network with a flatter architecture and an IP backhaul, the question of data loss upon handover rises.  Fast mobility handling and no data loss during mobility is highly desirable.  While RAN1 is discussing whether some form of “Fact Cell Reselection” is required, from RAN2 point of view, this can be handled in two ways: Bi-casting from a higher layer (node) or by transferring the state information and buffer content from the old to the new cell site.  

2.1.3.1 Downlink - Bicasting vs. state transfer

When carrying out hard handover as e.g. done today for HSDPA, there are basically two mechanisms to avoid data loss:

1. Bicasting of a data flow from two NodeBs and duplicate detection respectively in the UE during the handover process. This option introduces some waste of resources in the backhaul and possibly over the radio at the benefit of enabling a fast serving cell change.  However UE controlled handovers need a different handling.

2. Complete state and buffer content transfer from one NodeB to the other. This option makes more efficient use of the radio resources, however the state transfer may introduce a longer service interruption than option one and could be more expensive over the last mile.  

Note that from RAN2 and architectural point of view, a SHO-solution for the DL adds complexity, additional latency and backhaul cost of high QoS links that are necessary for data synchronisation.  

2.1.3.2 Uplink - Frame selection 

As done for HSUPA today already, soft handover provides significant benefits in the uplink but is a topic for RAN1. From RAN2 and architectural point of view, a frame selection and re-ordering function may be required. The optimum location of the frame selection function depends on the transport network topology and cost – it could be at the NB location or higher up.  

2.1.4 Flow control 

To avoid buffer overflow in the NodeB and avoid wasteful data over the last mile, some form of flow control may be important over the last leg.  However, with one hop architecture, the increased delay between the NB and the other end of the flow control may have an adverse impact on the performance of the system.

2.1.5 QoS

The handling of QoS  also depends on the network architecture.  In a future network, with a flatter architecture NodeBs will likely transport data utilizing IP networks and QoS mechanisms will therefore be required. Differentiated Services (DiffServ) model classifies and marks all traffic into several classes at network entry so that core routers can simply forward packets according to the QoS requirements of different service classes. 

As it is expected that most of the traffic in a such a network will pass the air interface over shared channels, QoS handling becomes a part of scheduling algorithms as they are nowadays used at L2 for HSDPA and HSUPA. Sophisticated schedulers can already cope with the different QoS classes.  Such mechanisms may be sufficient over the radio as well and should be studied.

2.2 Layer 2 relocation

The evaluation of  downlink bicasting versus state transfer, cf. section 2.1.3.1 influences the requirement of L2 relocation. Support of forward handover may also motivate the need for layer 2 relocation.  The location of the entity carrying out header compression and encryption will also determine the complexity of L2 relocation upon handover.  A centralized node in the network carrying out header compression and ciphering reduces the complexity of a L2 context transfer from one NodeB to another.

2.3 Control plane - Radio Resource Control

There is scope for optimisation of the existing RRC functionality and also in conjunction with the NAS functionality.  The most obvious ones are in the area of mobility, call setup times and security.  Each of these are described  in more detail.

2.3.1 Mobility handling

There are different types of mobility handling – dormant state handling including paging and Handover for active state.  These are discussed below.

RA/URA updates:

In the current UTRAN specifications we maintain several protocol states at several protocol entities. We have multiple dormant states:  URA-PCH and Cell-PCH in handling states in RAN and there are PMM_connected and PMM_idle states.  Similarly there are LA/RA update and URA update.  We also have supervision timers and periodic updates at both levels.   While some form of dormant state is essential to conserver battery power and radio resources, integration of these AS and NAS protocols can bring significant simplification by having mobility management in a single protocol layer
.  

This will remove the need for handling PMM idle and PMM connected states and need for RA and URA concept and use just one dormant state.  Thus an “Attach” and RRC connection would go together and all UEs will be permanently RRC connected.  

Further, the need for Cell-PCH should be evaluated.

Paging: 

Paging is required if there is a dormant state.   But we only need one type of paging if there is only the equivalent of a PS domain.  Further simplification of the two level paging responses can also be achieved by integration of the AS and NAS protocols.  DRX is essential for extended battery line and should be supported.
Handover

Both UE controlled forward handover (cell re-selection) and network controlled backward handover will be required to support the different types of applications.   While network controlled will be required to handle real time services, it is signalling and resource intensive.  Network controlled will also require UE assistance in form of measurement reports.  

Forward handover on the other hand is simpler and should be considered for lower QoS traffic classes.

2.3.2 Call set up delay improvement:

Integration of NAS and AS messages will also provide improvement in call set up delay.  Admittedly most of this saving comes from removing the Iu interface messages, some optimisation can be achieved in the radio interface protocol as well from saving on a two step connection set up that we have today – one for RAN and other for CN. 

 

2.3.3 Security optimisation

 Since LTE only support PS, it allows other simplification from not having two Iu instances.  One example is security.  It will be a lot simpler as there is only one key set that will be applicable for all bearers.   Integrity protection is provided in UMTS today and the functionality should be continued.  

3 Summary

The summary of the discussion is listed below:

1. Have only one L2 retransmission mechanism

2. Softhandover for the downlink is heavy in terms of complexity, transport cost and latency

3. Encryption and header compression to be supported and should be accommodate different transport costs for the last mile

4. No data loss due to mobility to be ensured by bi-casting or context transfer between nodes

5. Flow control to NB to be supported

6. Need for negotiated QoS to be evaluated

7. AS and NAS Mobility handling to be integrated 

8. Only one paging type and response to be supported

9. Network controlled and UE controlled Handover to be supported

10. Call set up time improvements by integrating AS and NAS.

11. Security optimisation exploiting PS only service

� But such an integration is possible only if the functionality is also integrated in one node (and that discussion outside the scope of this meeting)
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