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1 Introduction

This contribution include a TP to
1) avoid possible confusion between what applies for NR and E-UTRA connected to 5GC and what only applies for 5GC connected to 5GC
For sections related to NR inactive state (part of NR air interface), "NG-RAN" can be understood to mean the RAN as opposed to the CN, so it could be kept. However, using "NG-RAN node" rather than "gNB" gives the impression that the description covers both NR and E-UTRA radio interface, while according to the scope section of TS 3_.300, this is out of the scope of TS 38.300.

Section 12 on QoS seems to apply to E-UTRA connected to 5GC but this is not 100% clear.

Section 13 on security is only for NR connected to 5GC (it refers to a SA3 specification only for this case).
Section 17.3 on slicing has some note mentioning that the "above agreements and FFS" are applicable both for NR and E-UTRA connected to 5GC, which seems to mean that the rest of the text is only for NR connected to 5GC, but this is not really explicit.

2) avoid having different names for the same thing in different places

For instance, for inactive state, sometimes "last serving", sometimes "old".
2 Text proposal 
------------------------------- TEXT PROPOSAL (BEGIN) ------------------------------------------
4.2
Functional Split

The gNB hosts the following functions: 

-
Functions for Radio Resource Management: Radio Bearer Control, Radio Admission Control, Connection Mobility Control, Dynamic allocation of resources to UEs in both uplink and downlink (scheduling);

-
IP header compression, encryption of user data stream and integrity protection;

-
Selection of an AMF at UE attachment when no routing to an AMF can be determined from the information provided by the UE;

-
Routing of User Plane data towards UPF(s);

-
Routing of Control Plane information towards AMF;

-
Connection setup and release;
-
Scheduling and transmission of paging messages (originated from the AMF);

-
Scheduling and transmission of system broadcast information (originated from the AMF or O&M);

-
Measurement and measurement reporting configuration for mobility and scheduling;

-
Transport level packet marking in the uplink;
-    Session Management;

-
Support of Network Slicing;

-
QoS Flow management and mapping to data radio bearers;
 -
Support of UEs in RRC_INACTIVE state;
-
Distribution function for NAS messages;

-
NAS node selection function;

-
Radio access network sharing;

-
Dual Connectivity;

-
Tight interworking between NR and E-UTRA.
The AMF hosts the following main functions (see 3GPP TS 23.501 [3]):
-
NAS signalling termination;

-
NAS signalling security;

-
AS Security control;

-
Inter CN node signalling for mobility between 3GPP access networks;

-
Idle mode UE Reachability (including control and execution of paging retransmission);

-
Registration Area management;

-
Support of intra-system and inter-system mobility;
-
Access Authentication;

-
Access Authorization including check of roaming rights;

-
Mobility management control (subscription and policies); 

-
Support of Network Slicing; 
-     SMF selection.
------------------------------- TEXT PROPOSAL (Next change) ------------------------------------------
7.2
Protocol States
RRC supports the following states which can be characterised as follows:

-
RRC_IDLE:

-
PLMN selection;

-
Broadcast of system information;

-
Cell re-selection mobility;

-
Paging (initiated and area managed by 5GC);

-
DRX for CN paging configured by NAS.

FFS whether the UE AS context is not stored in any gNB or in the UE.

-
RRC_INACTIVE:

-
Broadcast of system information;

-
Cell re-selection mobility;

-
5GC - NG-RAN connection (both C/U-planes) is established for UE;

-
The UE AS context is stored in at least one gNB and the UE;

-
Paging is initiated by NG-RAN (RAN paging);

-
DRX for RAN paging configured by NG-RAN;

-
RAN-based notification area (RNA) is managed by NG- RAN;

-
NG-RAN knows the RNA which the UE belongs to.

FFS if data transmission in possible in INACTIVE. FFS if PLMN selection is supported in INACTIVE.

-
RRC_CONNECTED:

-
The UE has an NG-RAN RRC connection;

-
The UE has an AS context in NG-RAN;

-
NG-RAN knows the cell which the UE belongs to;

-
Transfer of unicast data to/from the UE;

-
Network controlled mobility including measurements.

------------------------------- TEXT PROPOSAL (Next change) ------------------------------------------
9.2.2
Mobility in RRC_INACTIVE

9.2.2.1
Overview

RRC_INACTIVE is a state where a UE remains in CM-CONNECTED and can move within an area configured by NG-RAN (the RNA) without notifying NG-RAN. In RRC_INACTIVE, the last serving gNB keeps the UE context and the UE-associated NG connection with the serving AMF and UPF. The UE notifies the network if it moves out of the configured RNA.

If the last serving gNB receives DL data from the UPF or DL signalling from the AMF while the UE is in RRC_INACTIVE, it pages in the cells corresponding to the RNA and may send Xn-AP RAN Paging to neighbour gNB(s) if the RNA includes cells of neighbour gNB(s). 

FFS whether upon RAN paging failure, the last serving gNB shall release the NG connection of the UE. 

If the UE accesses a gNB other than the last serving gNB, the receiving gNB triggers the Xn-AP Retrieve UE Context procedure to get the UE context from the last serving gNB and may also trigger a Data Forwarding procedure including tunnel information for potential recovery of data from the last serving gNB. Upon successful context retrieval, the receiving gNB becomes the serving gNB and it further triggers the NG-AP Path Switch Request procedure. After the path switch procedure, the serving gNB triggers release of the UE context at the last serving gNB by means of the Xn-AP UE Context Release procedure.
------------------------------- TEXT PROPOSAL (Next change) ------------------------------------------
9.2.2.4.2
Network triggered transition from RRC_INACTIVE to RRC_CONNECTED

Some general text to be provided, mainly from RAN3
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Figure 9.2.2.4.2-1: Network triggered transition from RRC_INACTIVE to RRC_CONNECTED

1.
A RAN paging trigger event occurs (incoming DL user plane, DL signalling from 5GC, etc.)

2.
RAN paging is triggered; either only in the cells controlled by the last serving gNB or also by means of Xn RAN Paging, in other gNBs, being member of the RAN Paging area the UE is registered with.

3.
The UE is paged with an NG-RAN allocated UE identity.

Details are FFS.

4.
If the UE has been successfully reached, it attempts to resume from RRC_INACTIVE, as described in other sections.

More details to be added.

------------------------------- TEXT PROPOSAL (Next change) ------------------------------------------
9.2.2.3
RAN-Based Notification Area

A UE in the RRC_INACTIVE state can be configured with an RNA, where:
-
the RNA can cover a single or multiple cells, and can be smaller than CN Tracking Area;

-
a RAN-based notification area update (RNAU) is periodically sent by the UE and is also sent when the cell reselection procedure of the UE selects a cell that does not belong to the configured RNA.
There are several different alternatives on how the RNA can be configured:
-
List of cells:
-
A UE is provided an explicit list of cells (one or more) that constitute the RNA.
-
List of RAN areas:

-
A UE is provided (at least one) RAN area ID, where a RAN area is a subset of a CN Tracking Area;
-
A cell broadcasts (at least one) RAN area ID in the system information so that a UE knows which area the cell belongs to.
FFS whether one alternative or both are agreed.
------------------------------- TEXT PROPOSAL (Next change) ------------------------------------------
9.2.5
Paging

The UE in RRC_IDLE and RRC_INACTIVE states may use DRX in order to reduce power consumption. While in RRC_IDLE the UE monitors 5GC-initiated paging, in RRC_INACTIVE the UE is reachable via RAN-initiated paging and 5GC-initiated paging. RAN and 5GC paging occasions overlap and same paging mechanism is used. The UE monitors one paging occasion per DRX cycle for the reception of paging as follows:
-
Paging DRX cycle length is configurable:
-
A default DRX cycle for CN paging is configurable via system information;
-
A UE specific DRX cycle for CN paging is configurable via UE dedicated signalling;
-
NG-RAN can configure a UE with a DRX cycle for RAN paging. This configuration can be UE specific.
-
The number of paging occasions in a DRX cycle is configurable via system information:
-
A network may distribute UEs to the paging occasions based on UE id when multiple paging occasions are configured in the DRX cycle.

-
Paging occasion can consist of multiple time slots (e.g. subframe or OFDM symbol). The number of time slots in a paging occasion is configurable via system information:
-
A network may transmit a paging using a different set of DL Tx beam(s) or repetitions in each time slot.

Transmission mechanism of paging in each time slot is up to RAN1 decision. Content of paging (e.g. paging message or paging indicator) is FFS when using beam sweeping.

------------------------------- TEXT PROPOSAL (Next change) ------------------------------------------
12
QoS

The QoS architecture in NG-RAN, both for NR connected to 5GC and for E-UTRA connected to 5GC, is depicted in the Figure 12-1 and described in the following:
-
For each UE, 5GC establishes one or more PDU Sessions.
-
For each UE, the NG-RAN establishes one or more Data Radio Bearers (DRB) per PDU Session. The NG-RAN maps packets belonging to different PDU sessions to different DRBs. Hence, the NG-RAN establishes at least one default DRB for each PDU Session indicated by 5GC upon PDU Session establishment.
-
NAS level packet filters in the UE and in the 5GC associate UL and DL packets with QoS Flows.
-
AS-level mapping in the UE and in the NG-RAN associate UL and DL QoS Flows with DRBs.
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Figure 12-1: QoS architecture

NG-RAN and 5GC ensure quality of service (e.g. reliability and target delay) by mapping packets to appropriate QoS Flows and DRBs. Hence there is a 2-step mapping of IP-flows to QoS flows (NAS) and from QoS flows to DRBs (Access Stratum). 

In NG-RAN, the data radio bearer (DRB) defines the packet treatment on the radio interface (Uu). A DRB serves packets with the same packet forwarding treatment. Separate DRBs may be established for QoS flows requiring different packet forwarding treatment. In the downlink, the NG-RAN maps QoS Flows to DRBs based on NG-U marking (QoS Flow ID) and the associated QoS profiles.  In the uplink, the UE marks uplink packets over Uu with the QFI for the purposes of marking forwarded packets to the CN.

In the uplink, the NG-RAN may control the mapping of QoS Flows to DRB in two different ways:
-
Reflective mapping: for each DRB, the UE monitors the QFI(s) of the downlink packets and applies the same mapping in the uplink; that is, for a DRB, the UE maps the uplink packets belonging to the QoS flows(s) corresponding to the QFI(s) and PDU Session observed in the downlink packets for that DRB. To enable this reflective mapping, the NG-RAN marks downlink packets over Uu with QFI.
It is FFS whether the marking with a QFI can be semi-statically configured (to not include the QOS flow ID when not needed).
-
Explicit Configuration: besides the reflective mapping, the NG-RAN may configure by RRC an uplink "QoS Flow to DRB mapping".

-
The UE shall always apply the latest update of the mapping rules regardless of whether it is performed via reflecting mapping or explicit signalling.

For each PDU session, a default DRB is configured. If an incoming UL packet matches neither an RRC configured nor a reflective "QoS Flow ID to DRB mapping", the UE shall map that packet to the default DRB of the PDU session.

Within each PDU session, is up to NG-RAN how to map multiple QoS flows to a DRB. The NG-RAN may map a GBR flow and a non-GBR flow, or more than one GBR flow to the same DRB, but mechanisms to optimise these cases are not within the scope of standardization. The timing of establishing non-default DRB(s) between NG-RAN and UE for QoS flow configured during establishing a PDU session can be different from the time when the PDU session is established. It is up to NG-RAN when non-default DRBs are established.

In DC, the QoS flows belonging to the same PDU session can be mapped to different bearer types (see subclause 4.5.2) and as a result there can be two different SDAP entities configured for the same PDU session: one for MCG and another one for SCG (for instance when one MCG bearer and one SCG bearer are used for two different QoS flows).

The support for PDU session mapped to different bearers is pending conclusions in SA2 and RAN3.
------------------------------- TEXT PROPOSAL (Next change) ------------------------------------------
13
Security

13.1
Overview and Principles

The following principles apply to NR connected to 5GC security, see 3GPP TS 33.501 [5]:

-
For user data, ciphering and integrity protection;

-
For RRC signalling, ciphering and integrity protection;

NOTE:
Ciphering and integrity protections are optionally configured except for RRC signalling for which integrity protection is always configured.

FFS whether possible exceptions are possible (SA3).

-
For key management and data handling, any entity processing cleartext shall be protected from physical attacks and located in a secure environment.

13.2
Security Termination Points

The table below describes the security termination points.

Table 13.2-1 Security Termination Points

	
	Ciphering
	Integrity Protection

	· NAS Signalling
	· AMF
	· AMF

	· RRC Signalling
	· gNB
	· gNB

	· User Plane Data
	· gNB
	· gNB


13.3
State Transitions and Mobility

Security key refresh is not performed at every mobility procedure (i.e. handover), at least for the case of mobility where the PDCP anchor point is not changed.

It is to be confirmed by SA3 considering whether it has any implication on the inputs for key derivation, e.g. PCI.

------------------------------- TEXT PROPOSAL (Next change) ------------------------------------------
17.3
Network Slicing

17.3.1
General Principles and Requirements

In this sub clause, the general principles and requirements related to the realization of network slicing in the NG-RAN for NR connected to 5GC are given.

Support of Network Slicing relies on the principle that traffic for different slices is handled by different PDU sessions. Network can realise the different network slices by scheduling and also by providing different L1/L2 configurations. UE should be able to provide assistance information for network slice selection in RRC message, if it has been provided by NAS.

NOTE 1:
It is FFS whether it is possible to provide different PRACH, access barring and congestion control information for different slices.

NOTE 2:
The above agreements and FFS are also applicable for E-UTRA connected to 5GC. 
Network Slicing is a concept to allow differentiated treatment depending on each customer requirements. With slicing, it is possible for Mobile Network Operators (MNO) to consider customers as belonging to different tenant types with each having different service requirements that govern in terms of what slice types each tenant is eligible to use based on Service Level Agreement (SLA) and subscriptions. 

NSSAI (Network Slice Selection Assistance Information) includes one or more S-NSSAIs (Single NSSAI). Each network slice is uniquely identified by a S-NSSAI, as defined in TS 23.501 [3]. 

The following key principles apply for support of Network Slicing in NG-RAN:

RAN awareness of slices

-
NG-RAN supports a differentiated handling of traffic for different network slices which have been pre-configured. How NG-RAN supports the slice enabling in terms of NG-RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent. 

Selection of RAN part of the network slice

-
NG-RAN supports the selection of the RAN part of the network slice, by assistance information provided by the UE or the 5GC which unambiguously identifies one or more of the pre-configured network slices in the PLMN. 

Resource management between slices

-
NG-RAN supports policy enforcement between slices as per service level agreements. It should be possible for a single NG-RAN node to support multiple slices. The NG-RAN should be free to apply the best RRM policy for the SLA in place to each supported slice.

Support of QoS

-
NG-RAN supports QoS differentiation within a slice.

RAN selection of CN entity

-
For initial attach, the UE may provide assistance information to support the selection of an AMF. If available, NG-RAN uses this information for routing the initial NAS to an AMF. If the NG-RAN is unable to select an AMF using this information or the UE does not provide any such information the NG-RAN sends the NAS signalling to a default AMF. 

-
For subsequent accesses, the UE provides a Temp ID, which is assigned to the UE by the 5GC, to enable the NG-RAN to route the NAS message to the appropriate AMF as long as the Temp ID is valid (NG-RAN is aware of and can reach the AMF which is associated with the Temp ID). Otherwise, the methods for initial attach applies.

Resource isolation between slices

-
the NG-RAN supports resource isolation between slices. NG-RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate NG-RAN resources to a certain slice. How NG-RAN supports resource isolation is implementation dependent.

Slice Availability

-
Some slices may be available only in part of the network. Awareness in the NG-RAN of the slices supported in the cells of its neighbours may be beneficial for inter-frequency mobility in connected mode. It is assumed that the slice configuration does not change within the UE’s registration area.

-
The NG-RAN and the 5GC are responsible to handle a service request for a slice that may or may not be available in a given area. Admission or rejection of access to a slice may depend by factors such as support for the slice, availability of resources, support of the requested service by other slices.

Support for UE associating with multiple network slices simultaneously

-
In case a UE is associated with multiple slices simultaneously, only one signalling connection is maintained.

Granularity of slice awareness

-
Slice awareness in NG-RAN is introduced at PDU session level, by indicating the S-NSSAI corresponding to the PDU Session, in all signalling containing PDU session resource information.

Validation of the UE rights to access a network slice 

-
It is the responsibility of the 5GC to validate that the UE has the rights to access a network slice.  Prior to receiving the Initial Context Setup Request message, the NG-RAN may be allowed to apply some provisional/local policies, based on awareness of which slice the UE is requesting access to. During the initial context setup, the NG-RAN is informed for all network slices for which resources are being requested.

17.3.2
CN Instance and NW Slice Selection

17.3.2.1
   CN-RAN interaction and internal RAN aspects

NG-RAN selects AMF based on a Temp ID or assistance information provided by the UE over RRC. The mechanisms used in the RRC protocol are described in the next sub clause.

Table 17.3.2.1-1 AMF selection based on Temp ID and assistance information

	Temp ID
	Assistance Info
	AMF Selection by NG-RAN

	not available or invalid
	not available
	Default AMF is selected

	not available or invalid
	present
	Selects AMF which supports UE requested slices

	valid
	not available, or present
	Selects AMF per CN identity information in Temp ID


17.3.2.2
   Radio Interface Aspects

17.3.3    Resource Isolation and Management

Resource isolation enables specialized customization and avoids one slice affecting another slice. 

Hardware/software resource isolation is up to implementation. Each slice may be assigned with either shared or dedicated radio resource up to RRM implementation and SLA.

To enable differentiated handling of traffic for network slices with different SLA:
-
NG-RAN is configured with a set of different configurations for different network slices;

-
To select the appropriate configuration for the traffic for each network slice, NG-RAN receives relevant information indicating which of the configurations applies for this specific network slice.
17.3.4    Signalling Aspects

It is FFS whether signalling procedures will be kept in this section or moved to other sections describing procedures.

17.3.4.1
   General

In this sub clause, signalling flows related to the realization of network slicing in the NG-RAN are given.

17.3.4.2
   CN Instance and NW Slice Selection

RAN selects the AMF based on a Temp ID or assistance information provided by the UE.
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Figure 17.3.4.1-1: AMF instance selection
In case a Temp ID is not available, the RAN uses the assistance information provided by the UE at RRC connection establishment to select the appropriate AMF instance (the information is provided after MSG3 of the random access procedure). If such information is also not available, the RAN routes the UE to a default AMF instance.

The gNB uses the list of supported S-NSSAI(s) previously received in the NG Setup Response message when selecting the AMF with the assistance information. This list may be updated via the AMF Configuration Update message.

17.3.4.3
   UE Context Handling

Following the initial access, the establishment of the RRC connection and the selection of the correct AMF, the AMF establishes the complete UE context by sending the Initial Context Setup Request message to the NG-RAN over NG-C. The message contains the S-NSSAI as part of the PDU session/s resource description. Upon successful establishment of the UE context and allocation of PDU resources to the relevant NW slice/s, the NG-RAN responds with the Initial Context Setup Response message.
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Figure 17.3.4.3-1: Network Slice-aware Initial Context Setup
17.3.4.4
   PDU Session Handling

When new PDU sessions need to be established or existing ones modified or released, the 5GC requests the NG-RAN to allocate/release resources relative to the relevant PDU sessions by means of the PDU Session Setup/Modify/Release procedures over NG-C. In case of network slicing, S-NSSAI information is added per PDU session, so NG-RAN is enabled to apply policies at PDU session level according to the SLA represented by the network slice, while still being able to apply (for example) differentiated QoS within the slice.

NG-RAN confirms the establishment/modification/release of a PDU session associated to a certain NW slice by responding with the PDU Session Setup/Modify/Release Response message over the NG-C interface.
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Figure 17.3.4.3-1: Network Slice-aware PDU Session Setup/Modify/Release
17.3.4.5
   Mobility

To make mobility slice-aware in case of Network Slicing, S-NSSAI is introduced as part of the PDU session information that is transferred during mobility signalling. This enables slice-aware admission and congestion control.
An example for the case of active mode mobility across different Registration Areas, is shown in Figure 17.3.4.5-1 for the case of 5GC involved handover. 
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Figure 17.3.4.5-1: Active mode CN involved mobility across different Registration Areas

--------------------------------- TEXT PROPOSAL (END) -------------------------------------------
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