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1 Introduction
RLC UM operation has not been completely specified so far. In an email discussion [4], four different mechanisms have emerged as candidate schemes for RLC UM operation. In this document, we provide our views on (1) which mechanism is most suitable for RLC UM and (2) What should be the size of the RLC SN field?

In RAN2 NR AH #2, the following agreements relevant to RLC UM operation were reached [1].

Agreements
1.	RLC UM without SN for the complete SDU is selected. FFS which options is selected 
2.	SI field is included in RLC UM header to differentiate complete RLC SDU, the first SDU segment, the middle SDU segment, and the last SDU segment. 
-	The header of unsegmented SDU contains only SI field. 
-	The header of first segment contains only SI field and SN. 
-	The header of middle and last segment contains SI field, SN, and SO.

The length of the SI and SO fields has been agreed to be 2 and 16 bits, respectively. However the length of the SN field is still undecided.

In order to decide the required SN space, we capture some relevant RAN1 agreements [2] [3] below: 

Agreements
NR supports the following number of codewords per PDSCH/PUSCH assignment per UE:
- For 1 to 2-layer transmission: 1 codeword
- For 5 to 8-layer transmission: 2 codewords
- FFS for 3 & 4-layer transmissions – revisit today
From RAN1 specification perspective, the maximum number of NR carriers for CA and DC is 16 
-	Note that 32 is considered from RAN2 specification perspective 
-	The number of NR CCs in any aggregation is independently configured for downlink and uplink
The number of RVs is 4.
2 Discussion
Four different options have been discussed for RLC UM operation in RAN2 NR AH #2[1]. Since some companies [4] think that a single T-Reassembly timer can work either with or without a window mechanism, we discuss both the options with a single T-Reassembly timer in the following sections. In the sequel, we discuss each option first and then provide a comparison. The four options are as follows:
Option 1: Window mechanism without any timer
Option 2: Window mechanism with a single timer
Option 3: A single timer without a window mechanism
Option 4: Multiple timers (one per RLC SDU) without a window mechanism
2.1Option 1:  Window mechanism without any timer
This mechanism is a simplified version derived from LTE RLC UM operation, without the functionality related to the t-Reordering timer [5] . In this mechanism, UMD PDUs with SNs that fall out of the (reordering or reassembly) window are discarded. 
For this mechanism, the window size must be large enough to ensure that a particular RLC SDU is not discarded at least until all potential HARQ retransmissions corresponding to this RLC SDU have occurred. The RLC SN space should then be twice the window size to prevent SN ambiguity. 
Assuming there is a single TB per TTI, there can be at most 2 RLC SDU segments per TTI (per carrier). Also assume the HARQ retransmission process lasts for at most D TTIs. Within this period of D TTIs, at most 2D RLC SDU segments could be transmitted. Hence, we need to ensure that the window size is at least 2D, so the RLC SN size has to be greater than. If there are M TBs per TTI, then the RLC SN has to be at least.
Based on RAN1 agreements listed above, we can have most 2 TBs in one carrier, and the maximum number of carriers aggregated (using CA or DC) can be 16. From a RAN2 specification perspective, M can be as large as 32. For HARQ delay, typically in LTE FDD mode, 8 HARQ processes and 4 redundancy versions are used, and the shortest time for a complete HARQ procedure can be 32 ms. However, the worst case delay in LTE was assumed to be up to 75 ms. We expect that the HARQ transmission time should be smaller in NR. Taking these factors into consideration, we estimate the required SN space for candidate M and D values in Table 1.
	M (TBs)
	D (TTIs)
	SN space (bits)

	1
	16
	6

	1
	32
	7

	1
	64
	8

	1
	75
	9

	4
	32
	9

	4
	64
	10

	4
	75
	11

	16
	32
	11

	16
	64
	12

	16
	75
	13

	32
	32
	12

	32
	64
	13


Table 1: Required SN space under different M and D for window-only mechanism.
From a RLC receiver complexity perspective, we note that the receiver needs to maintain a single window and related state variables.
2.2 Option 2: Window mechanism with a single timer
This mechanism is almost the same as specified for LTE RLC UM. RLC SDU segments can be discarded a described below (using LTE terminology).
1. Window based discard operation: When the SN of a received UMD PDU falls outside the receive window, the higher edge of the window is advanced. Stored UMD PDUs that are no longer in the window and cannot be reassembled will be discarded.
2. Timer based discard operation: When timer expires, all segments within the window with SN less than VR(UX) can be discarded. If there are one or more holes after VR(UX) in the window, the timer is restarted and VR(UX) is updated to VR(UH), i.e. the higher edge of the receive window. The timer is stopped either when all SDUs with SN less than VR(UX) within the receive window are reassembled, or when VR(UX) falls out of the receive window.

The window size for this option depends on the parameters D (HARQ delay) and M (number of TBs per TTI) introduced earlier, as well as the value of the timer (say T). Since we expect D and T to be similar in magnitude, the required SN size for option 2 is the same as for option 1, as shown in Table 1.
From a RLC receiver complexity perspective, we note that the receiver needs to maintain a window, a single timer, and related state variables. 
2.3 Option 3: A single timer without a window mechanism 
It is possible to consider a RLC UM mechanism which uses a single timer without the use of receive window. One such mechanism works as follows. The receiver starts a discard timer when a new SDU segment is received, and the discard timer is not running. VR(UX) is set to be the SN of the RLC SDU segment. When the discard timer expires, all segments with SN less than VR(UX) are discarded. If any RLC SDU segment remains in the receive buffer after an expiry, the discard timer is restarted with VR(UX) updated to the value of the highest SN among the RLC SDU segments in the receive buffer. The discard timer is stopped when no RLC SDU segments remain in the receive buffer.
The SN space size for this mechanism should be large enough to ensure that there is no wrap around during the time a particular SDU segment is stored in the receive buffer. For a value T for the discard timer, the worst case waiting time for a RLC segment can be 2T TTIs as shown in Figure 1. The worst case happens when a RLC SDU segment arrives just before the discard timer expires (triggered by a previously received RLC SDU segment). 


Figure 1: Example operation of one timer without window mechanism.
Within a period of 2T TTIs, at most 22T RLC SDU segments can be stored in the receive buffer. Hence, the RLC SN size has to be greater than . With M TBs per TTI, the RLC SN size has to be at least. Some representative values are shown below in Table 2.
	M (TBs)
	T (TTIs)
	SN space (bits)

	1
	16
	7

	1
	32
	8

	1
	64
	9

	1
	75
	10

	4
	32
	10

	4
	64
	11

	4
	75
	12

	16
	32
	12

	16
	64
	13

	16
	75
	14

	32
	32
	13

	32
	64
	14


Table 2: Required SN space under different M and T for the single timer mechanism without windowing
From a RLC receiver complexity perspective, we note that the receiver needs to maintain a single timer and related state variables. 
2.4 Option 4: Multiple timers without a window mechanism 
In this mechanism, the RLC receiver maintain a discard timer per RLC SDU. The timer is started when the receiver receives the first segment of a RLC SDU. The timer is stopped when all the segments of an RLC SDU have been received, allowing the RLC receiver to submit the corresponding RLC SDU to higher layers. If the timer (for a particular SDU) expires, then all corresponding RLC SDU segments stored in the receive buffer are discarded. An illustration of this mechanism is provided in Figure 2.


Figure 2: Example operation of multiple timer mechanism.
The SN space size for this mechanism should be large enough to ensure that there is no wrap around during the time a particular SDU segment is stored in the receive buffer. For a value T for the discard timer, the worst case waiting time for a RLC segment can be T TTIs as shown in Figure 2, which is half the value with a single timer (Option 3) under the same parameterization.
Within a period of T TTIs, at most 2T RLC SDU segments can be stored in the receive buffer. Hence, the RLC SN size has to be greater than . With M TBs per TTI, the RLC SN size has to be at least. Since we expect D and T to be similar in magnitude, the required SN size for option 4 is the same as for option 1 and option 2, as shown in Table 1.
From a RLC receiver complexity perspective, we note that the receiver needs to maintain multiple discard timers.
2.5 Comparison
In this subsection, we compare the four RLC UM mechanisms discussed above with respect to SN space requirement, performance, specification impact, and implementation complexity.
From a performance point of view, it would be desirable to bound the amount of time a RLC SDU segment is stored in the receive, to manage delay as well as to avoid SN wrap-around. Using just a window (Option 1) appears problematic since in this case an RLC SDU segment can be stored for an indefinite period of time (for instance, when a segment is transmitted followed by a long period when only complete RLC SDUs are sent). 
Observation 1: From a performance point of view, some kind of discard timer functionality is essential.
From a specification as well as implementation point of view, it seems somewhat redundant to maintain both a window and a discard timer function. Since a timer is essential (Observation 1), we think window mechanism should not be considered for NR.
Proposal 1: Window based RLC UM operation is not considered for NR RLC.
This leaves us with Option 3 (single timer) and Option 4 (multiple timers). We observe that the single timer option (Option 3) requires twice the SN space of other options.
Observation 2: All four RLC UM options have similar SN length requirements, with the single timer without windowing option requiring as many bits as the multiple timer option.
From a specification point of view, Option 4 does not require maintaining a window or keeping track of state variables, and appears to be simpler to specify than other mechanisms.
Observation 3: The multiple timer option is simple to specify and appears to be the least complex among candidate mechanisms.
In terms of implementation complexity, we believe that maintaining multiple timers is not that much more difficult than maintaining a single timer. Note that we already have a per-PDU discard timer function at the PDCP layer.
Observation 4: Maintaining multiple timers at RLC layer does not entail significantly more complexity than a single timer.
We also note in that since each RLC SDU is associated with its own timer, the multiple timer option affords greater control to the gNB in ensuring that QoS requirements are satisfied.
Based on the above considerations, we propose that Option 4 be adopted for NR UM RLC operation.
Proposal 2: The multiple timer operation is adopted for NR RLC UM.
A text proposal for implementing Option 4 is provided in the Annex.
Proposal 3: RAN2 is requested to endorse the text proposal provided in the Annex for inclusion in TS 38.322.
A summary of our analysis for the different RLC UM options is provided in Table 3
	
	Option 1
	Option 2
	Option 3
	Option 4

	SN space
	
6~13 bits
	
6~13 bits
	
7~14 bits
	
6~13 bits

	Specification impact
	Similar to LTE RLC UM spec, but without the t-Reordering timer
	Similar to LTE RLC UM spec
	Timer behavior is different from LTE baseline, and needs to be specified
	Simpler than LTE baseline

	UE complexity
	Need to maintain a window and state variables
	Need to maintain a window, a timer and state variables
	Need to maintain a timer and state variables
	Need to maintain multiple timers

	QoS control
	Difficult because of lack of timer based discard
	Not possible to control delay per SDU
	Not possible to control delay per SDU
	Possible to control delay per SDU


Table 3: Comparison of RLC UM mechanisms
Based on the SN size requirement, we think it will be useful to specify at least 2 values for the RLC SN length.
Proposal 4: RLC SN size can be 6 bits or 13 bits.
3 Conclusions	
In the paper, we provide our views on the RLC UM mechanism and RLC SN length. Our observations and proposals are summarized below.

Observation 1: From a performance point of view, some kind of discard timer functionality is essential.
Observation 2: All four RLC UM options have similar SN length requirements, with the single timer without windowing option requiring as many bits as the multiple timer option.
Observation 3: The multiple timer option is simple to specify and appears to be the least complex among candidate mechanisms
Observation 4: Maintaining multiple timers at RLC layer does not entail significantly more complexity than a single timer.
Proposal 1: Window based RLC UM operation is not considered for NR RLC.
Proposal 2: The multiple timer operation is adopted for NR RLC UM.
Proposal 3: RAN2 is requested to endorse the text proposal provided in the Annex for inclusion in TS 38.322.
Proposal 4: RLC SN size can be 6 bits or 13 bits.
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[bookmark: _Toc454281526][bookmark: _Toc484620848][bookmark: _Toc484620849]5.1.2	UM data transfer
[bookmark: _Toc477961569]5.1.2.1	Transmit operations
[bookmark: _Toc477961562]5.1.2.1.1	General
When delivering a new UMD PDU contain first segment of RLC SDU to lower layer, the transmitting UM RLC entity shall:
-	set the SN of the UMD PDU to TX_Next, and then increment TX_Next by one.
[bookmark: _Toc477961571][bookmark: _Toc484620851]5.1.2.2	Receive operations
[bookmark: _Toc477961573][bookmark: _Toc484620853]5.1.2.2.1	Actions when an UMD PDU is received from lower layer
When an UMD PDU is received from lower layer, the receiving UM RLC entity shall:
-	if the UMD PDU is a complete RLC SDU:
-	remove the RLC header and deliver the received RLC SDU to upper layer;
-	else:
-	place the received UMD PDU in the reception buffer.
[bookmark: _Toc477961574][bookmark: _Toc484620854]5.1.2.2.2	Actions when an UMD PDU is placed in the reception buffer
When an UMD PDU with SN = x is placed in the reception buffer, the receiving side of an UM RLC entity shall:
-	if this UMD PDU is the first received segment belonging to a RLC SDU with SN = x:
-	start a t-Reassembly for the RLC SDU with SN = x;
-	else:
-	if all bytes of the RLC SDU with SN = x are received:
-	reassemble the RLC SDU with SN = x, remove the RLC header when doing so and deliver the reassembled RLC SDU to upper layer;
-	stop and reset t-Reassembly for the RLC SDU with SN = x.
[bookmark: _Toc477961575][bookmark: _Toc484620855]5.1.2.2.3	Actions when t-Reassembly expires
When the t-Reassembly for a RLC SDU with SN = x expires, the receiving side of an UM RLC entity shall:
-	discard all received UMD PDU with SN = x;
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