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[bookmark: _Ref483927698]Introduction
In the RAN2 AH NR #2 meeting some decisions were made regarding UL bearer split in NR as follows:
Agreements
1. The LTE threshold based mechanism is used for UL bearer split.   
2. Pre-processing is allowed in the split bearer case, similar to single carrier case.  How much pre-processing is done is left to UE implementation.   
3. 	PDCP should ensure that not more than half PDCP SN space is allocated

However, initially, the PDCP editor captured the above agreements 1 and 2 in the TS as follows:
	When submitting a PDCP Data PDU to lower layer, the transmitting PDCP entity shall: 
-	if the transmitting PDCP entity is associated with one RLC entity: 
-	submit the PDCP Data PDU to the associated RLC entity; 
-	else, if the transmitting PDCP entity is associated with two RLC entities: 
-	if pdcpDuplication is configured and activated: 
-	duplicate the PDCP Data PDU and submit the PDCP Data PDU to both associated RLC entities; 
-	else, if pdcpDuplication is configured but not activated: 
-	submit the PDCP Data PDU to the configured RLC entity; 
-	else, when requested by lower layers to submit PDCP PDUs: 
-	if the PDCP data volume is less than ul-DataSplitThreshold: 
-	submit the PDCP Data PDU to the configured RLC entity; 
-	else: 
-	submit the PDCP Data PDU to one of the associated RLC entity. 
NOTE:	The transmitting PDCP entity is allowed to submit PDCP PDUs to lower layer before receiving request from lower layers. It is up to UE implementation how many PDCP PDUs are submitted to lower layer. 
	Editor’s Note: The exact data submission procedure needs further discussion. It is FFS when the PDCP entity submits the PDCP Data PDU to lower layer, and FFS what is compared with threshold. 
Editor’s Note: It is FFS whether the duplication is also applicable to PDCP Control PDU.

The email discussion for TP approval showed that the above blue texts were controversial/contradicting and resulted in two groups of companies, one group requesting to remove the text “when requested by lower layers…” for consistency with the pre-processing agreement and the other group requesting to keep it, and if ambiguous with the note, to remove the note on pre-processing. Note all companies seemed to interpret the text “when requested by lower layers…” as “when MAC received an UL grant”.
In the end, it was agreed not to capture anything in the running TS and to re-discuss the issue at the current meeting. This contribution aims at addressing this issue.
Discussion
1.1. [bookmark: _Ref481312399][bookmark: _Ref485154928]Issue with grant-triggered threshold-based routing
In legacy PDCP routing, the threshold dictates where to deliver PDCP PDUs, irrespective of requesting CG [1]:
4.2.2	PDCP entities
(…)
For split bearers, when requested by lower layers to submit PDCP PDUs, the transmitting PDCP entity shall:
- if ul-DataSplitThreshold is configured and the data available for transmission is larger than or equal to ul-DataSplitThreshold:
      - submit the PDCP PDUs to either the associated AM RLC entity configured for SCG or the associated AM RLC entity configured for MCG, whichever the PDUs were requested by;
- else:
      - if ul-DataSplitDRB-ViaSCG is set to TRUE by upper layers [3]:
             - if the PDUs were requested by the associated lower layers configured for SCG:
                   - submit the PDCP PDUs to the associated AM RLC entity configured for SCG;
      - else:
             - if the PDUs were requested by the associated lower layers configured for MCG:
                  - submit the PDCP PDUs to the associated AM RLC entity configured for MCG.

As can be seen from the above, the LTE PDCP routing for a split bearer is a threshold-based, grant-triggered routing, resulting in the behavior that an UL grant received on the SCG when split is configured via the MCG may result, if the buffer status is below the threshold, in sending BSR and padding although data is available in the buffer (Figure 1, left).



[bookmark: _Ref481312451]Figure 1: Grant-triggered routing, threshold-based (left), without threshold (right)
Observation 1: In legacy PDCP routing for split bearer, a UE may not be able to send available data upon receiving a grant on the non-default leg if the data amount is below the threshold.
One solution to the above is to no longer use the threshold to route the PDUs. PDUs are routed based on the requesting grants only (Figure 1, right). The threshold is still used for BSR reporting which should anyway provide enough information to NW to let it implement the appropriate split, even with independent schedulers.
Observation 2: Grant-triggered-only routing solves the issue of observation 1.
One can argue though that threshold-based routing aims at enforcing some split ratio across legs for a given bearer, thus leaving throughput in the additional leg for other bearers. Thus, the above solution can be improved to address this issue by using the threshold for dynamically changing the priority of the logical channel in the additional leg of the split bearer, instead of directly controlling the routing. Since routing is grant-triggered, the new priority applies right away to the grant’s LCP.


Figure 2: Grant-triggered routing, threshold-based priority
Observation 3: Grant-triggered routing with threshold-based priority solves the issue of observation 1 while leaving throughput in the additional leg for other bearers.
1.2. Grant-triggered vs grant-independent routing and pre-processing options
Two main implementation options were discussed so far in RAN2 for routing and pre-processing with split bearer: 
· Grant-triggered routing, pointer-based pre-processing [2][3]
Pre-processing solution where MAC and RLC headers are pre-processed separately but not associated to PDCP PDUs. Thus PDUs can be delivered to the appropriate RLC entity upon grant reception, and "associated" to the pre-processed headers (including SN) e.g. via pointers. This solution allows implementing the routing methods discussed in Section 2.1 but might have an impact on the UE complexity (pointer based data handling).
· Pre-grant routing, full pre-processing of MAC SDUs “ready-to-go” in memory [4][5][6] 
Pre-processing is e.g. based on data arrival. Routing is based on the buffer status evaluated at the time of split: data below threshold is routed to main leg, data above threshold to other leg (or other further split, e.g. hard split). This solution has the lowest complexity but necessarily results in erroneous pre-routing and so, in RLC SN re-allocation. Indeed, both routing/pre-processing and BSR reporting (and therefore upcoming grants) are based on the same threshold, but used at different times, so on different buffer statuses. Such decoupling of the pre-processing and routing from UL grants and BSRs necessarily leads to inconsistent pre-routing and re-allocation of pre-processed data. For example, a similar situation as described in Section 2.1 may happen.
It should also be noted that, with early routing/pre-processing and delivery to lower layers, the only way to compute the total data available for transmission is to account for pending and pre-processed RLC SDUs in both RLC buffers. So, for example, with MCG as main leg, in case the amount of available data for transmission is larger than the threshold, SCG MAC must report the data amount part corresponding to the pending and pre-processed RLC SDUs in the MCG RLC buffer, although this corresponds to an RLC entity which, in principle, is not “visible” to SCG MAC.
Observation 4: Grant-triggered routing with pointer-based pre-processing allows implementing the routing methods discussed in Section 2.1 but might have an impact on the UE complexity (pointer-based data handling).
Observation 5: Pre-grant routing with full pre-processing of MAC SDUs is the lowest complexity implementation but necessarily leads to inconsistent pre-routing and re-allocation of pre-processed data.
1.3. Compromise solution: grant-decoupled, BSR-based routing and pre-processing
The principle of this solution relies on the fact that UE can assume NW will always (sooner or later) grant the reported amount of buffer status. Based on this, UE can predict upcoming expected grants based on latest BSR and route/pre-process PDCP PDUs/MAC SDUs accordingly. And to avoid the above-mentioned mismatch between routing/pre-processing and reported BSRs (and therefore upcoming UL grants) routing and pre-processing are synchronous to BSRs, hence threshold-based routing and BSR are consistent since based on the same buffer status. In other words, the pre-processing implementation simply consists in triggering the routing/pre-processing on BSR transmission. This allows UE keeping track of NW’s image of UE’s buffer status and perform timely routing and pre-processing accordingly.
Note this also solves the issue of UE not being able to send available data upon UL grant mentioned in Section 2.1 since routing occurs prior the grant is received and is according to latest BSR. 
Note also this solution works for both pointer-based and full pre-processing methods.
Since the above discusses implementation options it is important to derive what is the specification impact and how to capture some text allowing this implementation solution. Since the above implementation aims at driving the routing/pre-processing based on expected grants, we think it can simply be captured by a clarification on what “when requested by lower layers to submit PDCP PDUs” means with some additional text as follows (we provide a TP accordingly):
“Lower layers can request PDCP to submit PDCP PDUs either based on received or expected UL grants, e.g. from reported BSR”.
Proposal: The text “when requested by lower layers to submit PDCP PDUs” is clarified as follows: “Lower layers can request PDCP to submit PDCP PDUs either based on received or expected UL grants, e.g. from reported BSR”.
Conclusion
In this contribution, we analyze some PDCP routing and MAC SDU pre-processing issues and solutions aiming at converging on a text proposal for the running PDCP TS. Our conclusions result in the following observations and proposals, with a resulting TP provided in Section 5.
Observation 1: In legacy PDCP routing for split bearer, a UE may not be able to send available data upon receiving a grant on the non-default leg if the data amount is below the threshold.
Observation 2: Grant-triggered-only routing solves the issue of observation 1.
Observation 3: Grant-triggered routing with threshold-based priority solves the issue of observation 1 while leaving throughput in the additional leg for other bearers.
Observation 4: Grant-triggered routing with pointer-based pre-processing allows implementing the routing methods discussed in Section 2.1 but might have an impact on the UE complexity (pointer-based data handling).
Observation 5: Pre-grant routing with full pre-processing of MAC SDUs is the lowest complexity implementation but necessarily leads to inconsistent pre-routing and re-allocation of pre-processed data.
Proposal: The text “when requested by lower layers to submit PDCP PDUs” is clarified as follows: “Lower layers can request PDCP to deliver PDCP PDUs either based on received or expected UL grants, e.g. from reported BSR”.
Reference
[bookmark: _Ref484943431][bookmark: _Ref484876858][1] 3GPP TS 36.323, “Packet Data Convergence Protocol (PDCP) specification (Release 14)” ETSI
[bookmark: _Ref490062387][2] R2-1707190, “Pre-processing with UL data split”	Nokia, Alcatel-Lucent Shanghai Bell
[bookmark: _Ref490117706][3] R2-1707153 “PDCP UL data split” Ericsson
[bookmark: _Ref490118106][4] R2-1707388 “Hybrid solution for NR DC” Samsung Electronics Co., Ltd
[bookmark: _Ref490118108][5] R2-1706880 “Pre-processing for UL split bearer operation” Lenovo Mobile Com. Technology
[bookmark: _Ref490118110][6] R2-1707225 “Threshold for UL split with pre-processing”	LG Electronics Inc.
[bookmark: _Ref490232048]Text Proposal to TS 38.323
[bookmark: _Toc477873862][bookmark: _Toc478029698][bookmark: _Toc486851288]5.2	Data transfer
[bookmark: _Toc477873863][bookmark: _Toc478029699][bookmark: _Toc486851289]5.2.1	Transmit operation
(…)

When submitting a PDCP Data PDU to lower layer, the transmitting PDCP entity shall:
-	if the transmitting PDCP entity is associated with one RLC entity:
-	submit the PDCP Data PDU to the associated RLC entity;
-	else, if the transmitting PDCP entity is associated with two RLC entities:
-	if pdcpDuplication is configured and activated:
-	duplicate the PDCP Data PDU and submit the PDCP Data PDU to both associated RLC entities;
-	else, if pdcpDuplication is configured but not activated:
-	submit the PDCP Data PDU to the configured RLC entity;
-	else, when requested by lower layers to submit PDCP PDUs:
-	if the PDCP data volume is less than ul-DataSplitThreshold:
-	submit the PDCP Data PDU to the configured RLC entity;
-	else:
-	submit the PDCP Data PDU to one of the associated RLC entity.
Lower layers can request PDCP to submit PDCP PDUs either based on received or expected UL grants, e.g. from reported BSR.

Editor’s Note: It is FFS whether the duplication is also applicable to PDCP Control PDU.
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