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1 Introduction
This document is a resubmission of R2-1700534.

The turn-around time between grant reception and UL transmission for NR is expected to be very small. The reason for this reduction from LTE is two-fold. In RAN1, it has been agreed that all UEs need to support a turn-around time of 1 slot. In addition, the size of the slot will reduce as the numerology changes. For example, it is likely that operation in the mm-wave spectrum will require the use of higher subcarrier spacing (≥ 60kHz) than LTE which leads to a shorter slot (≤ 0.125ms) [1].

While the turn-around time has reduced, the amount of UL data to process will go up as higher data rates are targeted for NR. This combination introduces significant processing requirements for the UE, which leads to increased power consumption. A significant amount of effort has been put into reducing the complexity of the UE processing such as in [2]. However one area of layer 2 processing that has not been discussed thus far is the multiplexing of logical channels.

In this contribution, we start with a short description of the logical channel prioritization (LCP) procedure defined for LTE, highlighting the potential impact it would have on NR. With the LTE design as a baseline, we propose a modified LCP mechanism that could help reduce processing requirements in NR.
2 Logical channel prioritization in LTE
The LCP mechanism in LTE is based on a token bucket model. A token bucket (Bj) is maintained for each logical channel j. Every TTI, a token (PBR) is added into the bucket until the bucket is full. When data is transmitted from a logical channel, the corresponding number of tokens is removed from the bucket.
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[bookmark: _Ref470260925]Figure 1: Logical channel prioritization example in LTE
In the example shown in Figure 1, we have three logical channels, with priority order LC1 > LC2 > LC3. All logical channels have more data than Bj  available for transmission. When resources are allocated for transmission, each logical channel is served in order of priority (steps 1, 2 and 3 shown) up to around Bj taking care not to segment a MAC SDU. Bj is reduced by a corresponding amount. Once all logical channels have been served up to Bj, remaining data from the logical channels are transmitted in order of priority, shown as steps 4 and 5. 

The LCP calculations are such that a logical channel is handled in two stages. In the first stage (steps 1-3), the UE tries to meet the QoS requirement for the channel, while ensuring that segmentation doesn’t occur. In the second stage (steps 4-5), the UE multiplexes channels according to their priority. These calculations are tightly linked to the size of the grant and cannot be carried out until the grant is known. 
Observation 1: The complexity of LCP in LTE may render it infeasible for NR eMBB scenario.
3 Single-shot logical channel prioritization for NR
The LTE LCP mechanism attempts to maintain PBR every TTI. However, the aim of QoS maintenance for a radio bearer should be that PBR is maintained on average rather than every TTI. Easing this requirement in NR allows us to explore simpler LCP mechanisms that could: 
· handle a logical channel in a single stage;
· decouple the calculations from the size of the grant, such that data can be prepared offline.
In this section, we look at an alternative LCP mechanism based on relaxed QoS maintenance requirements to help with short NR turn-around times.
[bookmark: _Ref469931260]3.1 Description
Similar to LTE, Bj is maintained for various logical channels. LCP is also done in two stages: in the first stage logical channels with Bj > 0 are served and in the second stage, the rest of the logical channels with data available are served in order of priority. The difference from LTE is that serving a logical channel involves transmitting all available data on the logical channel, limited only by the size of the grant. A logical channel is therefore handled in only one of the two stages. Bj is correspondingly decremented by the amount of data served.
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[bookmark: _Ref469904172]Figure 2: Single-shot LCP with 3 channels having Bj > 0
Figure 2 depicts a case where three logical channels are to be multiplexed, with priority order LC1 > LC2 > LC3. All three logical channels have positive Bj values. When LC1 is served (step 1 shown), all data on LC1 is multiplexed into the transport block irrespective of value of BLC1. BLC1 is subtracted by the amount of data served and becomes a fairly negative value. LC2 is served (step 2) similar to LC1. When LC3 is served (step 3), only part of the data on the channel can fit into the grant. One potential segmentation of a MAC SDU from LC3 could take place here.
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[bookmark: _Ref469908351]Figure 3: Single-shot LCP with one channel with Bj < 0
Figure 3 depicts a similar case as Figure 2, except that LC1 now has a fairly negative BLC1 value. Due to the negative BLC1 value, logical channels are now served in order LC2 and LC3 followed by LC1. All the data on LC2 and LC3 fit into the grant. Part of the data from LC1 fits into the remaining grant (step 3 shown) and a potential segmentation of a MAC SDU from LC1 could take place.
Proposal 1: RAN2 is requested to consider an LCP design that maintains QoS on average rather than attempting to meet PBR requirements every TTI
3.2 Impact
We look at the impact of single-shot LCP mechanism on QoS maintenance and processing requirements
3.2.1 Accuracy
The alternative LCP implementation described in Section 3.1 involves a change in the PBR maintenance algorithm. To check the efficacy of the algorithm, we’ve compared its performance against the LTE LCP algorithm. To do so, we use the conformance test scenario defined in section 7.1.4.3 in [3] as a reference. The test consists of four runs with different conditions defined for each run. The test compares the data transmitted per logical channel against the expected results at the end of each run.
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[bookmark: _Ref469913019][bookmark: _Ref470011144]Figure 4: Comparison of LCP in LTE and single-shot LCP with test 7.1.4.3
The results of the comparison can be seen in Figure 4, with data transmitted per logical channel plotted over the duration of the test run. The reference LTE LCP plot is a simplified implementation with exactly Bj amount of data transmitted for the cases where Bj is positive (i.e. no check for segmentation avoidance is done). For all four runs, the result at the end of the test is the same for LTE LCP and single-shot LCP. Therefore single-shot LCP passes the LTE conformance test defined for LCP. 

In Figure 4, it can be seen that the single-shot LCP is a coarse variant of LCP in LTE. As the TTI duration reduces, i.e. with different numerology, this coarseness of the algorithm reduces. To illustrate this, a test was run based on the test 7.1.4.3. For the reference LTE LCP, the test was run with the duration between grants reduced to 1ms. For single-shot LCP, the test was run with duration between grants reduced to 0.125ms and the grant size reduced by 1/8th of the grant in the LTE case. The results can be seen in Figure 5, where the single-shot LCP performs similar to LCP in LTE.
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[bookmark: _Ref470011611]Figure 5: Comparison of LTE LCP at 1ms rate and single-shot LCP at 0.125ms rate
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[bookmark: _Ref469913954]Figure 6: Comparison of LTE LCP and single shot LCP over time
To compare the QoS maintenance over the long term, another simulation was run with similar logical channel settings as test 7.1.4.3 but with infinite amount of data available on each of the channels. A periodic grant of 1200 bytes was provided every 10ms. The results are shown in Figure 6 where it can be seen that QoS is maintained on average over time. It can also be seen in Figure 4 and Figure 6  that starvation of lower priority channels does not occur over time.

3.2.2 Real-time processing impact
When a logical channel is served, all the data on it is transmitted. This makes the preparation of data for transmission independent of the grant reception. Once the grant is received, the only decision to be made in real-time is whether segmentation needs to take place or if padding needs to be added at the end of the transport block depending on the size of the grant.

Observation 2: Single shot LCP satisfies QoS requirements over the long term, converges to LTE LCP as TTI size reduces, does not lead to starvation, and enables offline LCP processing
3.2.3 Further logical channel multiplexing simplification
In some scenarios, it may be reasonable to get rid of LCP altogether. For example, the gNB may map some carriers/numerologies to serve traffic which is not extremely QoS sensitive. In these cases, it may be reasonable to turn off LCP for that specific carrier/numerology, and serve traffic in strict priority order further simplifying the process of multiplexing multiple logical channels

Proposal 2: RAN2 is requested to allow logical channel multiplexing based on priority only.
4 Conclusions
In this contribution, we have discussed the impact of logical channel prioritization on NR and have put forward an alternative to mitigate its impact on the UL turn-around time. The observations we make are:

Observation 1: The complexity of LCP in LTE may render it infeasible for NR eMBB scenario.
Observation 2: Single shot LCP satisfies QoS requirements over the long term, converges to LTE LCP as TTI size reduces, does not lead to starvation, and enables offline LCP processing
We would like to propose that:
Proposal 1: RAN2 is requested to consider an LCP design that maintains QoS on average rather than attempting to meet PBR requirements every TTI 
Proposal 2: RAN2 is requested to allow logical channel multiplexing based on priority only.
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