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1 Introduction
TCP remains the preeminent transport layer protocol for the Internet and this situation is not likely to change during the timeframe when NR is commercially deployed. During the NR SI, several companies have submitted contributions that seek to enhance the performance of TCP[4][5][7][8]. While we believe that resolution of this issue is not necessary for successful completion of the SI, it will be beneficial to consider this issue during the WI phase. Accordingly, in this document, we provide a short discussion of the motivation and solution approaches that have been presented so far in this SI to enhance TCP performance. 
2 Discussion
The eMBB usage scenario targets downlink data rates of 20 Gbps and uplink data rates of 10 Gbps [1]. It is well known that the asymmetric nature of communication links leads to degradation of TCP throughput over the “better” link [2]. In the case of NR, at least two issues have been discussed that can potentially limit downlink TCP performance. Multiple solutions have also been proposed to address these challenges.
Excessive TCP ACK generation: Current implementations typically do not generate a TCP ACK for every received TCP segment; instead a TCP ACK is sent for every second segment received [3]. However even such so-called “delayed ACKs” can results in significant UL traffic for NR’s high DL rates, amounting to hundreds of Mbps [5]. Downlink TCP performance will suffer when the network is unable to provide sufficient uplink resources to carry UL ACKs. 
Since TCP ACKs are cumulative in nature, at least in theory, the problem of excessive TCP ACK generation can be solved by transmitting only the most recent TCP ACKs in the TCP receiver’s buffer and dropping older TCP ACKs. However, as shown in [7], a sufficient number of TCP ACKs is needed to ensure that TCP sender’s congestion window grows to match the channel’s capacity. Supressing too many TCP ACKs leads to degraded performance, and needs to be implemented carefully. A potential solution that decreases the number of ACKs transmitted and yet does not degrade throughput has been proposed in [7].
Delayed delivery of TCP ACKs: It is also well known that reducing TCP RTT improves performance [6]. TCP performance is impacted when TCP ACKs are delayed, causing the TCP RTT to increase. For example, the so-called Mathis equation models TCP throughput as  , where C is some constant, MSS is the maximum segment size, RRT is the TCP layer round-trip transit time (RRT) and p is the packet loss probability. Since TCP is a self-clocking protocol, it is not surprising that TCP throughput is inversely proportional to RTT. The delay experienced by TCP ACKs is also exacerbated in the case of bidirectional TCP traffic flows, when UL TCP segments carrying “piggybacked” TCP ACKs have to compete with other UL TCP data segments for buffer and radio resources. While it is possible for UE implementations to prioritize TCP ACKs, these approaches are implementation specific and are likely to be insufficient for the high NR data rates. In order to address the problem of delayed TCP ACKs, several companies have proposed mechanisms to prioritize TCP ACKs including “marking” TCP segments carrying TCP ACKs[4], not using ARQ for TCP ACKs in uplink[7], and using PDCP control PDUs to carry TCP ACKs[8].
Our intention is not to promote any particular solution, but to argue that there appear to be promising solution approaches for enhancing TCP performance for NR. Accordingly, we propose that:
Proposal 1: RAN2 is requested to consider enabling TCP ACK filtering and TCP ACK prioritization in NR user plane. 
If proposal 1 is agreeable, then the details of these mechanisms can be explored during the WI phase. 
3 Conclusions
In this contribution, we discuss some challenges related to TCP performance for NR and suggest solution approaches to resolve these challenges. Our proposal is summarized below. 
Proposal 1: RAN2 is requested to consider enabling TCP ACK filtering and TCP ACK prioritization in NR user plane. 
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