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Introduction
In RAN2 AH on NR, the on-demand paging/notification mechanism has been discussed [1]. In this document, we provide analysis of this mechanism and further discuss details about this mechanism. Note that the same document is available in both AI 10.2.2.3 and AI 10.2.2.6 with different Tdoc numbers.
Discussion
In this analysis, we assume that the false alarm occurs when multiple UEs monitor the same paging/notification indication (PI) at the same paging occasion. It is assumed as illustrated in Figure 1 that upon detection of the corresponding paging/notification indication, UE performs uplink access to inform gNB that it wants to receive the corresponding paging/notification message. Afterwards, the gNB transmits the paging/notification message only at the cell where uplink access from the UE occurs. Hence, consequence of the false alarm is that wrong UEs perform uplink access unnecessarily.
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Figure 1: Illustration of on-demand paging/notification mechanism
In the proposed mechanism, the false alarm would mainly depend on how many UEs are overlapped by the same PI and how frequently the network transmit paging/notification messages. The first aspect, i.e. the number of overlapped UEs per PI, can be easily evaluated. But, the second aspect, i.e. the frequency of paging/notification transmissions, would depends on traffic patterns, network implementation (e.g. when gNB put some UEs in RRC_INACTIVE) and so on. Thus, we will only analyse the number of overlapped UEs per PI that would help us better understand this mechanism.
The number of overlapped UEs per PI (NUE_PI) can be given by the following equation:

NUE_PI = NiUE / NPI, where
· NiUE: The number of inactive UEs in a RAN notification area for RAN notification 
For CN paging, this factor means the total number of idle UEs in a Tracking Area.
· NPI: The number of PIs per paging/notification DRX cycle

For RAN notification, the NiUE is given by multiplying the number of inactive UEs per cell by the number of cells belonging to the same RAN notification area. For CN paging, the NiUE is given by multiplying the number of idle UEs per cell by the number of cells belonging to the same Tracking Area. 
The number of PIs per paging/notification DRX cycle (NPI) depends on L1/L3 design of paging/notification transmissions. The following factors need to be considered to calculate NPI.
· The length of a paging/notification DRX cycle

· The number of paging/notification occasions configured at a radio frame

· The number of paging indicators for each paging/notification occasion

However, as we know, the above factors are not decided, yet. Moreover, those factors would be configurable, so that different gNB could configure those factors with different values. Namely, NPI is configurable under network control. Thus, in this analysis, we choose some values as shown in Figure 1.
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When it comes to RAN notification in RRC_INACTIVE, we think that the RAN notification area would be typically smaller than the Tracking Area in size. But, we could not simply say that the number of inactive UEs at one RAN notification area is smaller than the number of idle UEs at one Tracking Area. In fact, it is up to the network implementation how many UEs are kept in RRC_INACTIVE. 
In Figure 1, the NiUE ranges from 1000 to 51000. We guess that gNB may typically keep several tens of UEs in RRC_ACTIVE at a cell and configure several tens of cells as the same RAN notification area. If it is the case, the NiUE would not go beyond 10000. 
Meanwhile, in LTE, a single paging message can be used to page up to 16 UEs (i.e. the maximum number of paged UE identities in PagingRecordList, maxPageRec = 16). Thus, it seems reasonable to operate this paging/notification mechanism around 10 overlapped UEs per PI. In this case, the paging/notification mechanism may live with a reasonable false alarm rate when the number of PIs per paging/notification DRX cycle is configured as 512 or more. For example, 512 PIs can be configured within one paging/notification DRX cycle, if the paging/notification DRX cycle is configured as 640ms and 8 PIs are configured within 10ms.
Note that if NUE_PI is lower than 1 in Figure 1, different UEs seldom share the same PI. In this case, the false alarm rarely occurs, e.g. when NPI is 5120 for NiUE lower than 5000. 

Observation 1: For RAN notification in RRC_INACTIVE, if a sufficient number of paging/notification indicators (e.g. 512 or more) are configured within one paging/notification DRX cycle, the on-demand paging/notification mechanism would support up to a reasonable number of inactive UEs in a RAN notification area (e.g. 10000 or more), with the assumption that a few UEs monitors the same PI at the same time.
Note that the network can know the number of inactive UEs in a RAN notification area because the network can control the RRC state where a UE is located. Thus, the false alarm is actually controllable by proper configuration of paging/notification parameters. For example, if RAN notifications occur frequently for UEs in RRC_INACTIVE, gNB could configure a more number of PIs or move some UEs from RRC_INACTIVE to RRC_CONNECTED. If RAN notifications occur rarely, gNB could configure a less number of PIs or move some UEs from RRC_CONNECTED to RRC_INACTIVE.
Observation 2: The network can know the number of inactive UEs in a RAN notification area. Thus, the false alarm of RAN notifications can be controlled by proper configuration of paging/notification parameters.

When it comes to CN paging in RRC_IDLE, it seems assumed that RRC_IDLE is considered as a temporary state for normal UEs. Thus, someone could say that we would not have many UEs in RRC_IDLE in a Tracking Area. If it is the case, the on-demand paging would seldom result in false alarm problem with proper configuration of paging/notification parameters, because UEs may stay in RRC_IDLE only for an initial stage or failure cases.
Observation 3: If RRC_IDLE is only considered as a temporary state e.g. for an initial stage or failure cases, the on-demand CN paging would seldom result in false alarm problem with proper configuration of paging/notification parameters.

Accordingly, we think that the on-demand paging/notification mechanism can operate with a marginal level of false alarm which can be controlled by the network with proper configuration of paging/notification parameters. It should be noted that we would have the benefit of the on-demand paging/notification mechanism when paging/notification parameters such as the number of PIs are reasonably configured. Thus, the network should be able to enable or disable the on-demand notification mechanism.
Proposal 1: The on-demand paging/notification mechanism is considered as configurable for both NR RRC_INACTIVE and NR RRC_IDLE.

In the proposed mechanism, upon detection of the corresponding paging/notification indication, UE performs uplink access at a cell to inform gNB that it wants to receive the corresponding paging/notification message. Then, gNB determines whether the paging/notification message should be transmitted at the cell. This uplink access to paging/notification could be designed based on on-demand SI delivery mechanism. We prefer to maximize commonality with on-demand SI delivery mechanism for design of the uplink access to paging/notification.
Observation 4: The on-demand paging/notification could be designed similar to on-demand SI delivery mechanism.

Conclusion

In summary, we observed the followings based on false alarm analysis for the on-demand paging/notification mechanism:

· Observation 1: For RAN notification in RRC_INACTIVE, if a sufficient number of paging/notification indicators (e.g. 512 or more) are configured within one paging/notification DRX cycle, the on-demand paging/notification mechanism would support up to a reasonable number of inactive UEs in a RAN notification area (e.g. 10000 or more), with the assumption that a few UEs monitors the same PI at the same time.

· Observation 2: The network can know the number of inactive UEs in a RAN notification area. Thus, the false alarm of RAN notifications can be controlled by proper configuration of paging/notification parameters.

· Observation 3: If RRC_IDLE is only considered as a temporary state e.g. for an initial stage or failure cases, the on-demand CN paging would seldom result in false alarm problem with proper configuration of paging/notification parameters.

· Observation 4: The on-demand paging/notification could be designed similar to on-demand SI delivery mechanism.

In conclusion, we propose to consider the on-demand paging/notification mechanism as configurable for both NR RRC_INACTIVE and NR RRC_IDLE.
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