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1
Introduction
At the past RAN2 NR Ad Hoc meeting, a new user plane AS protocol layer above PDCP (e.g. PDAP) has been agreed [1]:

A new user plane AS protocol layer (e.g. PDAP) above PDCP should be introduced to accommodate all the functions introduced in AS for the new QoS framework, including:
-
QOS flow->DRB routing;
-
QoS-flow-id marking in DL packets;
-
QoS-flow-id marking in UL packets;
The new protocol layer is applicable for all cases connecting to the 5G-CN
Single protocol entity is configured for each individual PDU session.
Besides the above agreed functions or characteristics of PDAP, in this contribution, further analysis will be given for the two important features, reflective QoS and flow remap/mobility in the new QoS framework. 
2
Reflective QoS
Reflective QoS is original introduced by SA2, and according to the latest progress in RAN2, both the AS level reflective QoS and NAS level reflective QoS should be supported. To enable the reflective QoS mapping, an inband QoS flow ID will be included in the DL packet over Uu. The UE monitors the QoS flow ID(s) of the downlink packets and applies the same mapping in the uplink. 
Considering the high data volume in NR, some concerns have been raised by companies that the reflective QoS may cause high processing overhead as well as complexity if UE is required to continuously monitor QoS flow ID in each DL packet [2].  To tackle the issue, we think UE shall not be required to do the reflective QoS checking (e.g. check the NAS QoS mapping and AS QoS mapping) in every DL packer.
For the NAS level reflective QoS, according to the agreement in SA2, a reflective indicator will be included in the GTP-U header of NG-U packet, and the reflective indicator indicate that whether this NG-U packet will be used to trigger the NAS level reflective QoS. Therefore, with this NAS reflective indicator, PDAP can determine whether the QoS flow ID should be included in the DL PDAP PDU for the purpose of NAS level reflective.

For the AS level reflective QoS, since the AS level mapping (i.e. mapping between QoS flow and DRB) is determined by gNB itself, it is up to gNB to determine when to process the AS level reflective QoS. So, similar as the NAS level reflective QoS, the PDAP knows when the AS level reflective QoS is required and the PDAP can add the QoS flow ID in the DL PDAP PDU on demand. 

Based on the understanding above, we think the QoS flow ID in downlink PDAP PDU should be optional, and UE only need to do the reflective QoS checking (e.g. check the NAS QoS mapping and AS QoS mapping) whenever the QoS flow ID is included. 
Proposal 1: The QoS flow ID in downlink PDAP PDU should be optional, and UE is only required to do the reflective QoS checking (e.g. check the NAS QoS mapping and AS QoS mapping) whenever the QoS flow ID is included.

For the uplink AS level mapping, the following agreement has been made in RAN2#96:
· If an incoming UL packet does not match a QoS Flow ID to DRB mapping (neither a configured nor a determined via reflective QoS), the UE shall map that packet to the default DRB of the PDU session.
With this agreement, when the gNB receives the UL packet with the inband QoS-flow-id on the default DRB, the gNB may decide to map the detected QoS flow to a dedicated DRB based on the stored QoS profile. Whenever the gNB determines that the QoS flow should be mapped to a dedicated DRB, either RRC signalling or reflective QoS procedure can be used. However, since there is no data buffer in PDAP, PDAP can not predict when there will be any available data packet of this QoS flow, which can be used to process the AS level reflective QoS. If the gNB insist waiting for the data packet of this QoS flow, unpredictable delay will be introduced, which may lead to negative impact on the user experience. If the gNB decide to perform AS QoS flow mapping reconfiguration though RRC signalling, additional RRC signalling overhead and extra delay will be introduced as well. Since the AS QoS flow mapping is maintained by the PDAP entity, we propose some kind of PDAP control PDU can be introduced to process the AS level reflective QoS. Whenever the gNB decide to change the AS level QoS mapping, and there is no available data in the PDAP, the PDAP can generate some kind of PDAP control PDU, which consist of D/C field and QoS flow ID, and deliver the control PDU through the DRB which  is expected to be mapped with the QoS flow ID. With the control PDU, the PDAP entity in UE side can process the AS level reflective QoS and map the QoS flow ID indicated in the control PDU to the DRB, in which the control PDU is received.
Proposal 2: PDAP can generate some kind of PDAP control PDU, which consist of D/C field and QoS flow ID, and deliver the control PDU through the DRB, which is expected to be mapped with the QoS flow ID. With this control PDU, the PDAP entity in UE side can process the AS level reflective QoS and map the QoS flow indicated in the control PDU to the DRB, in which the control PDU is received. 
3
Flow remap/mobility

3.1 Cases and issues
DRB is kept in the new QoS framework and it’s up to RAN to decide the QoS flow-DRB mapping both for DL and UL. There are three cases in which flow remap or flow mobility may take place:
Case1. Intra-cell reconfiguration
· The gNB maps the QoS flow to DRB according to QoS profile per each QoS flow. If the QoS profile of a QoS flow changes, the gNB may decide to remap the QoS flow from one DRB to another.
· The gNB determines QoS flow - DRB mapping according to the radio situation. If the radio situation varies, the gNB may decide to remap the QoS flow-DRB.
· According to the WA in RAN2#96, if an incoming UL packet does not match a QoS flow ID to DRB mapping, the UE shall map the packet to the default DRB of the PDU session. As soon as the gNB receive the packet with the embedded QoS flow ID, it may remap the UL QoS flow to the appropriate DRB according the identified QoS profile.
Case2. Inter-cell handover
· The RRM policy and radio situation is different in different gNBs. Thus the QoS flow-DRB mapping may be changed in the target gNB.
Case3. Bear type change in case of DC or LTE/NR tight interworking 
· The master node may want to offload either a whole PDU session or just some QoS flows of a PDU session to the secondary node (similar like the MCG->SCG bearer type change in LTE). Similar as for inter-cell HO, it is up to the secondary node to decide the QoS flow-DRB mapping itself. And when the offloaded PDU sessions/QoS flows need to be moved back to the master node (similar like the SCG->MCG bearer type change in LTE), the flow-DRB may be re-mapped again.
Proposal 3. Change of AS QoS flow mapping should be supported in the following scenarios:
· Case1. Intra-cell reconfiguration
· Case2. Inter-cell handover
· Case3. Bear type change in case of DC or LTE/NR tight interworking (e.g. MCG->SCG bearer) 
If with no additional functions introduced, the flow remap/mobility will result in the following consequences (similar opinions in [3]):
· Packet loss (illustrated in the left figure on Fig.1): if a QoS flow is remapped to a target DRB and at the same time the source DRB is released in case1, or for flow mobility in case2 or case3, packet loss may occur since individual PDCP entities and PDCP SNs are used in the source and target DRB and the target PDCP entity is unaware of the PDCP PDUs that were lost on the source DRB.
· Out of sequence delivery to upper layer (illustrated in the right figure on Fig.1): if a QoS flow is remapped to a target DRB with the source DRB maintained in case1, in sequence delivery to upper layer can’t be ensured since individual PDCP entities and PDCP SNs are maintained in the source and target DRB thus no common PDCP entity and PDCP SN can be used for re-ordering. As a result, if (re)transmission in the source DRB arrives at the receiver later than the subsequent transmission in the target DRB, out of sequence delivery occurs. 
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Fig.1 Packet loss and out of sequence delivery caused by flow remap/mobility

Proposal 4. The packet loss and out of sequence delivery should be avoided in the AS level QoS flow remapping.
3.2 Intra-cell reconfiguration
As analyzed above, for intra-cell reconfiguration, if a QoS flow is remapped to a target DRB and at the same time the source DRB is released, packet loss may occur. While if a QoS flow is remapped to a target DRB with the source DRB maintained, out of sequence delivery to upper layer may occur.
In LTE, to avoid packet loss and ensue in sequence delivery for RLC AM mode during HO, PDCP SN is maintained on a bearer basis, PDCP SDUs (PDCU SDUs with SN if SN has been allocated) are forwarded to the target eNB, and the target eNB prioritizes transmitting the forwarded PDCP SDUs. For intra-cell flow remap, PDCP SN can’t be maintained since different QoS flows may be mapped to a single DRB before and after remapping. But to avoid packet loss or to ensure in sequence delivery of the remapped QoS flow, the similar data forwarding during handover in LTE can be adopted with some enhancement. 
Fig.2 illustrates the possible solution. In fig.2, the QoS flow1 is remapped from DRB1 to DRB2. In the transmitter, the PDCP SDUs (i.e. PDAP PDUs) from the first unacknowledged SDU (e.g. SDU2) in DRB1, e.g. SDU2, SDU3 should be transferred to DRB2 by the PDAP. And the PDAP should prioritize distributing the transferred PDCP SDUs (i.e. PDAP PDUs) from DRB1to DRB2 for QoS flow1. While in the receiver (e.g. the UE), when the UE is aware QoS flow1 is remapped from DRB1 to DRB2 either indicated by RRC signalling or acquired through the QoS flow-DRB mapping information as discussed in section2 above, the PDAP discards the PDCP SDUs received from DRB1 for QoS flow1, e.g. SDU2, SDU3. In this way, packet loss can be avoided and in sequence delivery to upper layer can be ensured.
For the case of a QoS flow is remapped to a target DRB with the source DRB maintained as illustrated in fig.2, some PDCP SDUs, e.g. SDU2, SDU3, may be duplicated transmitted both in the source and target DRB and thus cause some resource wasting. But considering the quite small duplicated volume compared to the large bandwidth in NR, the resource wasting can be neglected.
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Fig. 2 Possible solution for intra-cell flow remap
Proposal 5. To avoid packet loss and out of sequence delivery during the reconfiguration of AS flow mapping , intra-gNB data forwarding between two DRB (e.g. PDCP) can be studied in WI phase.
3.3 Inter-cell handover

As analyzed above, the QoS flow-DRB mapping may be changed in the target gNB during HO and packet loss may occur. The QoS impact on handover has been discussed at the past RAN3 Ad Hoc meeting with the following agreement [4]:

During handover, data forwarding may be performed at PDU level, RB level or QoS flow level. The possibilities of data forwarding solution will be discussed in normative phase. 
Similar as for intra-cell flow remap, if the QoS flow-DRB mapping is changed during handover, the PDCP SN can’t be maintained since different QoS flows may be mapped to a single DRB before and after handover. To avoid packet loss, it should be ensured that the forwarded PDCP SDUs (PDAP PDUs) can be differentiated per QoS flow level and distributed to the mapped DRB in the target gNB, no matter whether the data forwarding is performed at PDU level, RB level or QoS flow level. Fig.3 illustrates an example. QoS flow1 and QoS flow2 are aggregated in a single DRB1 in the source gNB while separated to individual DRBs after handover. It should be ensured that the target gNB can differentiate the forwarded PDCP SDUs per QoS flow and then distributes SDU2, SDU3 from QoS flow1 to DRB1 and distributes SDU2 from QoS flow2 to DRB2.
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Fig. 3 Inter-cell data forwarding

The possibilities of data forwarding will be discussed in the normative phase. To achieve the above goals, some primary analysis is given in the following table for the three possible data forwarding solutions.

Table.1 primary analysis on the three possible data forwarding solutions to avoid data loss

	Data forwarding solutions
	How to differentiate forwarded PDCP SDUs (PDAP PDUs) per QoS flow level
	pros
	cons

	QoS flow level
	Support differentiation of PDCP SDUs per QoS flow level inherently.
	1).No additional QoS flow marking is needed during data forwarding. 
2).The PDAP in the target gNB can distribute the forwarded PDCP SDUs (PDAP PDUs) received from the QoS flow specific GTP-U tunnel to the corresponding DRB directly.
	A lot of GTP-U tunnels for data forwarding may need to be established during HO.

	DRB level
	1).GTP-U tunnels are established per established DRBs at the target gNB. 2).PDCP SDUs (PDAP PDUs) from different QoS flows are forwarded on the corresponding GTP-U tunnel according to the QoS flow-DRB mapping information decided by the target gNB.
	1). No additional QoS flow marking is needed during data forwarding.
2).The PDAP in the target gNB can distribute the forwarded PDCP SDUs (PDAP PDUs) received from the DRB specific tunnel to the corresponding DRB directly.
	1).The QoS flow-DRB mapping information decided by the target gNB should be informed to the source gNB.

	PDU level
	Marking (e.g. QoS flow ID) should be included in the GTP-U header of each forwarded packet.
	1). Only one GTP-U tunnel is established for each single PDU session, which is aligned with the per PDU session GTP-U tunnel on NG-U interface.
	1). Additional marking (e.g. QoS flow ID) is needed in GTP-U header.
2). The PDAP in the target gNB needs to check the QoS flow ID in the GTP-U tunnel. 


Observation: To avoid packet loss during inter-cell handover, it should be ensured that the forwarded PDCP SDUs (PDAP PDUs) can be differentiated per QoS flow and distributed to the mapped DRB in the target gNB, no matter whether the data forwarding is performed at PDU level, RB level or QoS flow level.
Proposal 6. For the inter-gNB handover, if the lossless handover is required and the new QoS architecture is used, the data forwarding should be processed in PDAP instead of PDCP.

3.4 Dual connectivity or tight interworking
As analyzed above, the QoS flow-DRB mapping may be changed during a PDU session or a QoS flow is moved forth and back between the master node and secondary node and packet loss may occur. To ensure the packet continuity in DC or tight interworking, the same mechanism as discussed for inter-cell handover should be adopted. That is, the data forwarding between the master node and secondary node could be at PDU level, RB level or QoS flow level, which should be further discussed in normative phase. The forwarded PDCP SDUs (PDAP PDUs) should be differentiated per QoS flow level and distributed to the mapped DRB in the target gNB, no matter which level of data forwarding is finally adopted.
Proposal 7. The same mechanism for data forwarding as inter-gNB handover should be used for the bearer type change in dual connectivity and tight interworking.
4
Conclusion
In this contribution, analysis on reflective QoS and flow remap/mobility in the new QoS framework is given with the following proposal:
Reflective QoS

Proposal 1: The QoS flow ID in downlink PDAP PDU should be optional, and UE is only required to do the reflective QoS checking (e.g. check the NAS QoS mapping and AS QoS mapping) whenever the QoS flow ID is included.

Proposal 2: PDAP can generate some kind of PDAP control PDU, which consist of D/C field and QoS flow ID, and deliver the control PDU through the DRB, which is expected to be mapped with the QoS flow ID. With this control PDU, the PDAP entity in UE side can process the AS level reflective QoS and map the QoS flow indicated in the control PDU to the DRB, in which the control PDU is received. 
Flow remap/mobility

Proposal 3. Change of AS QoS flow mapping should be supported in the following scenarios:

· Case1. Intra-cell reconfiguration

· Case2. Inter-cell handover

· Case3. Bear type change in case of DC or LTE/NR tight interworking (e.g. MCG->SCG bearer) 

Proposal 4: The packet loss and out of sequence delivery should be avoided in the AS level QoS flow remapping.

Proposal 5: To avoid packet loss and out of sequence delivery during the AS level QoS flow remapping, intra-gNB data forwarding between two DRB (e.g. PDCP) can be studied in WI phase.

Observation: To avoid packet loss during inter-cell handover, it should be ensured that the forwarded PDCP SDUs (PDAP PDUs) can be differentiated per QoS flow and distributed to the mapped DRB in the target gNB, no matter whether the data forwarding is performed at PDU level, RB level or QoS flow level.

Proposal 6: For the inter-gNB handover, if the lossless handover is required and the new QoS architecture is used, the data forwarding should be processed in PDAP instead of PDCP.

Proposal 7: The same mechanism for data forwarding as inter-gNB handover should be used for the bearer type change in dual connectivity and tight interworking.
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