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1
Introduction
The introduction of WLAN suspend-mechanism and corresponding status reporting for eLWA was first decided in RAN2#95bis as follows:

	=>
When WLAN becomes temporarily unavailable, the UE will indicate this to the eNB by using a new cause value in WLAN Status Reporting.

=> RAN2 will select a solution (e.g. new cause value, W1 event, timer indication, ...) for addressing when WLAN becomes available again.


The topic was further discussed in RAN2#96 with the following further agreements:

	1: The UE will report “WLAN available again” using a new cause value in WLAN Status Report message, when its WLAN connection is available again after reporting “WLAN temporary suspension”.

2: UE keeps the LWA configuration including LWA bearer configuration during “WLAN temporary suspension”.

1: Whether the UE is allowed to use the suspend-mechanism is always configured by the eNB.


In this contribution we discuss the finalization of the suspend-resume.
2
Discussion
2.1
 Recurring suspension and resume
Since RAN2 decided that the use of suspend-resume should be configurable, it should be decided how often suspend is allowed. The eNB may want to limit the amount of suspend-resume WLAN status reports that it has to handle in a time unit. This may depend on network conditions, or be based on the experience how disturbingly the UE is using the suspend-resume mechanism from the eNB point of view. For instance, when the eNB is experiencing high frequency of suspend-resume status reporting events by a specific UE, it may wish to restrict the rate of its signalling.

Observation 1: Flow control performance may degrade with too frequent suspend/resume actions by the UE.

The simplest way for the eNB to control the allowed suspend-resume status reports would be to prohibit the UE from sending any suspend-resume status reports within a given timer value. Another option would be to install a prohibit timer which is started at every sending of a suspend WLAN status report and restarted at sending of its following resume. This prohibit would prevent that a new suspend would appear immediately after the previous resume, and hence multiple consecutive suspend-resume signalling pairs would not occur too frequently in a repeated manner. Further, there appears no need to limit the resume operation as it would make sense that the UE resumes as soon as possible. 
Observation 2: The rate of UE sending suspend status reports should be possible to limit by the eNB.

The eNB may also determine that there is a lower suspend-resume duration below which no traffic flow control optimizations can be executed. For instance, the eNB may schedule data to the traffic queues in certain intervals, or the amount of traffic may fluctuate within a certain margin, and too short suspend durations would not have an effect. A simple way to limit the suspension would be e.g. prohibition timer, wherein the UE is only allowed to suspend after X ms have passed since the previous resume. 
Proposal 1: Introduce a prohibit timer for the LWA suspension (and subsequent reporting): The timer is started at when UE does LWA resume, and while the timer is running the UE is not allowed to suspend.
This is quite simple to capture, as shown below with yellow highlighting (note that this differs from the current running LWA RRC CR in R2-169088 due to addition of the prohibit timer):
-- ASN1START

WLAN-MobilityConfig-r13 ::=

SEQUENCE {


wlan-ToReleaseList-r13



WLAN-Id-List-r13


OPTIONAL,
-- Need ON


wlan-ToAddList-r13




WLAN-Id-List-r13


OPTIONAL,
-- Need ON


associationTimer-r13



ENUMERATED {s10, s30,










 s60, s120, s240}


OPTIONAL,
-- Need OR


successReportRequested-r13


ENUMERATED {true}


OPTIONAL,
-- Need OR


...,


[[
wlan-SuspendConfig-r14


WLAN-SuspendConfig-r14

OPTIONAL
-- Need OR


]]

}

WLAN-SuspendConfig-r14 ::=

SEQUENCE {


wlan-SuspendResumeAllowed-r14
BOOLEAN 




OPTIONAL
-- Need ON,


wlan-SuspendProhibitTimer-r14
ENUMERATED {ms0, 
ms5, 
ms10, 
ms20, 













ms40, 
ms60, 
ms80, 
ms100, 













ms200,  ms500, 
ms800, 
ms1000,













ms2000, ms3000, ms5000, ms10000}
OPTIONAL -– Need OR

}
-- ASN1STOP

2.2
Avoiding HFN desync 
2.2.1 HFN desync problem

As the PDCP sequence number (SN) space is limited (5, 7, 12, 15, or 18 bits), from time to time the PDCP SN will wrap around. The PDCP HFN value is maintained locally at the PDCP Transmitter and Receiver and has to be synchronously increased by 1 any time a wraparound occurs. Assuming WLAN link becomes suspended at time t, packets buffered at that link may be provided later with delay after that link resumes. If those “old” SNs are received after resume while the same “new” SNs are provided by the primary link, this causes duplicate SNs at the receiver, which cannot be generally separated because HFN desynchs. “New” means that a SN is associated to HFN(t)+1, while “old” means a SN is associated to the value of HFN(t). The UE maintains locally the COUNT value (composed of the HFN value and the PDCP SN) which is used for PDCP ciphering. The HFN de-synch results in computing wrong COUNT values, and deciphering on the receiving side may then not output the data that was ciphered at transmission, but random, useless bits. 

2.2.2 Avoiding HFN desync by transmitting COUNT in the WLAN link

The problem of HFN desync will be avoided by transmitting the COUNT value instead of the PDCP SN in PDCP PDUs. In previous meetings it has been argued that using COUNT would significantly increase the overhead. Following considerations show that this is typically not the case:

The additional amount of data per PDCP PDU is 4 bytes, and this overhead needs to be set into relation with the typical PDCP PDU overall size. The prime use case for LWA will be high data rate bearers, and therefore we can expect the payload size to be the IP the MTU size, which is around 1500 bytes (or around 1400 if there are encapsulating protocols). This means that the 4 byte overhead is about 0.3% of the PDU size.

Observation 2: For a typical LWA use case the overhead of adding COUNT to the PDU is vanishingly small at 0.3% 
Proposal 2: RAN2 to consider using COUNT instead of PDCP SN in LWA bearers
For small packets the overhead percentage is larger, e.g. 17% for a voice PDU of 24 bytes. However, for small packets we need to assume that transmissions are sporadic, and hence the case of heavy loading of the WLAN cell where overhead will matter will happen only with tens of users transmitting at the same time, which is not a typical LWA use case. Further, using COUNT in LWA bearer PDUs can be made configurable, depending on the traffic type.
Proposal 3: Allow eNB to econfigure the use of COUNT instead of PDCP SN for LWA bearers
2.2.3 Avoiding HFN desync with resume

The root cause for an HFN desync is that the UE may be suspended for indefinite amount of time (i.e. it is not known to the eNB), and there could be some packets buffered at WLAN side (for both UL and DL, but especially for DL). Therefore, the risk of HFN desync increases the longer the UE has its WLAN leg suspended.

Observation 3: eNB needs to be aware of the UE PDCP status when suspend occurs.

The simplest way to do this would be to have a PDCP status report triggered at UE when the suspend occurs, to inform eNB of the missing PDUs immediately (so the eNB can take appropriate actions).

Proposal 4: WLAN suspension always triggers UE PDCP status report.

Based on this report, the eNB knows what has been received and what has not, and can decide on further actions. For example, if it has sent multiple PDUs over WLAN to UE but they have not been received, it knows that the risk of HFN desync is possible after UE resumes WLAN (due to buffered old packets). Therefore, it should also know whether to request WT to flush its buffers and instead trigger retransmissions over LTE.

Proposal 5: eNB should be able to request WT to flush its buffers when UE has suspended LWA operation. 

Naturally, this doesn’t occur every time, but based on whether eNB determines it is necessary. The whole procedure is depicted in Figure 1 below.
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Figure 1. Preventing HFN desync after LWA resume
3
Conclusion 
In this contribution, we discussed the need details for finalizing the functionality of suspend-resume mechanism for the LWA. We have observed the following:

Observation 1: Flow control performance may degrade with too frequent suspend/resume actions by the UE.

Observation 2: For a typical LWA use case the overhead of adding COUNT to the PDU is vanishingly small at 0.3% 
Observation 3: The rate of UE sending suspend status reports should be possible to limit by the eNB.

Observation 4: eNB needs to be aware of the UE PDCP status when suspend occurs.

Based on these, we are proposing:

Proposal 1: Introduce a prohibit timer for the LWA suspension (and subsequent reporting): The timer is started at when UE does LWA resume, and while the timer is running the UE is not allowed to suspend.

 Proposal 2: RAN2 to consider using COUNT instead of PDCP SN in LWA bearers
 Proposal 3: Allow eNB to configure the use of COUNT instead of PDCP SN in LWA bearers
 Proposal 4: WLAN suspension always triggers UE PDCP status report.

Proposal 5: eNB should be able to request WT to flush its buffers when UE has suspended LWA operation. 
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