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1. Introduction
During RAN2#95bis, paging support on non-anchor carrier was discussed. Stage 3 aspects and open issues were further considered in a following email discussion [3]. 
In this contribution, we detail our views on the PCCH configuration and the paging carrier selection for load balancing support. 
2. Discussion
2.1. PCCH configuration
For non-anchor carriers enhancement, a DL non-anchor carrier can be used for paging or/and for CSS_RA.

In [3], it was proposed

DL-NonAnchorCarrierList-r14::=
SEQUENCE (SIZE (1.. maxNonAnchorCarriers-NB-r14)) OF DL-CarrierConfigDedicated-NB-r13

And 

PCCH-Config-NB-v14xx ::=



SEQUENCE {


weightAnchorCarrier-r14




ENUMERATED {w0dot25, wodot50, w0dot75, w1},
OPTIONAL 
-- need OR


pcch-ConfigNonAnchorCarrierList-r14

SEQUENCE (SIZE (1.. maxNonAnchorPagingCarriers-NB-r14)) OF PCCH-ConfigNonAnchorCarrier-NB-r14
 OPTIONAL
-- Need OR

}

PCCH-ConfigNonAnchorCarrier-NB-r14::=
SEQUENCE {


dl-CarrierIndex






INTEGER (1..maxDL-NonAnchorCarriers-NB-r14),


npdcch-NumRepetitionPaging-r14


ENUMERATED { 













r1, r2, r4, r8, r16, r32, r64, r128, 













r256, r512, r1024, r2048, 













spare4, spare3, spare2, spare1},


weight-r14







ENUMERATED {w0dot25, w0dot50, w0dot75, w1}

}

Assuming maxDL-NonAnchorCarriers-NB-r14 is 32, dl-CarrierIndex is coded on 5bits. This represents a significant overhead, which can be avoided by using a direct mapping from the DL non-anchor carrier list to the PCCH configuration. We propose the following structure:

PCCH-Config-NB-v14xx ::=



SEQUENCE {


weightAnchorCarrier-r14




ENUMERATED {w0dot25, wodot50, w0dot75, w1},
OPTIONAL 
-- need OR


pcch-ConfigNonAnchorCarrierList-r14

SEQUENCE (SIZE (1.. maxDL-NonAnchorCarriers-NB-r14)) OF PCCH-ConfigNonAnchorCarrier-NB-r14
 OPTIONAL
-- Need OR

}

PCCH-ConfigNonAnchorCarrier-NB-r14::=
SEQUENCE {


pcch-ConfigNonAnchorCarrier-r14

SEQUENCE {


dl-CarrierIndex






INTEGER (1..maxDL-NonAnchorCarriers-NB-r14),


npdcch-NumRepetitionPaging-r14


ENUMERATED { 













r1, r2, r4, r8, r16, r32, r64, r128, 













r256, r512, r1024, r2048, 













spare4, spare3, spare2, spare1},



weight-r14







ENUMERATED {w0dot25, w0dot50, w0dot75, w1}

} OPTIONAL
-- Need OR
}

I.e., for each DL non-anchor carrier, one bit is used to indicate if PCCH is supported.

Compared to initial encoding:

· For each DL non-anchor carrier supporting PCCH, gain is 4bits

· For each DL non-anchor carrier not supporting PCCH, cost is 1 bit
Unless there are more than 4 times DL carriers without PCCH than with PCCH, the alternative encoding is more optimized. 
Proposal 1: Use a direct mapping from DL NonAnchorCarriers list to PCCH configuration rather than using a dl-CarrierIndex
2.2. PCCH carrier selection for load balancing
In last RAN2 meeting, it was agreed that

( Uneven paging load distribution between anchor and non-anchor carriers is supported. Weighted distribution between all carriers (Option d)
In the following, we assume a maximum of Nmax=32 paging carriers (including the anchor carrier), and N<= Nmax configured carriers.

Absolute vs Relative weights

There are 2 main options to define weights:
· Absolute weights, corresponding to an absolute proportion of UEs. Weight Mi means a proportion of UEs equal to M/Nmax is allocated to the carrier i (Mi= Nmax)

· Relative weights, corresponding to a relative proportion of UEs. Weight Mi means a proportion of UEs equal to M/N is allocated to the carrier i (Mi= N)

Relative weights rely on reusing an eMTC like formula on virtual carriers, and mapping group of virtual carriers to real paging carriers. In our view though, eMTC formula cannot be directly reused as this would mean adding 5 bits to UE_ID (to address up to 32 carriers) which is not desirable as explained below.
Absolute weights enable a direct mapping between a UE_ID subset (on 5 bits) and the real paging carriers. As this seems a simpler approach, without significant drawback, we propose to use absolute weights.

Proposal 2: Consider absolute weights (representing an absolute proportion of UEs)
Legacy formula

In NB-IoT, UE_ID for paging is defined as IMSI mod 4096, i.e. it uses the 12 LSBs of IMSI. 
PF/PO are determined by the following formulas:
PF is given by following equation:

SFN mod T= (T div N)*(UE_ID mod N)

Index i_s pointing to PO from subframe pattern defined in 7.2 will be derived from following calculation:

i_s = floor(UE_ID/N) mod Ns

It can be seen that the number of UE_ID bits matches the largest PO spreading, corresponding to T=1024RF and nB=4*T.

For eMTC, 4 bits were added to accommodate up to 16 PNBs without correlation with PF/PO even in the largest PO spreading case. The PNB formula is as follows:
PNB = floor(UE_ID/(N*Ns)) mod Nn

For NB-IoT, 5 bits would be needed to accommodate up to 32 paging carriers without correlation with PF/PO even in the largest PO spreading case. This would mean a UE_ID on 17 bits, which may not be possible for security reasons (IMSI bits disclosed to eNB).

Observation 1: UE_ID length increase should be avoided as far as possible to avoid security concerns 
UE_ID considerations
In our view, the question we should ask regarding the number of UE_ID bits is whether the existing 12 bits are enough to spread UEs across different POs (on different PFs or paging carriers). I.e., are 2^12 paging groups enough. We think the answer is yes. In the Annex, we detail the PO occupation with the nominal MT traffic use case from [2]. With nB=T=1024RFs (corresponding to 2^10 UE groups), the PO occupation is around 2%. Hence 2^12 paging groups seem largely enough. 
What is important is to effectively distribute the UEs by using all the 12bits.
To this end, we propose to use the 5MSBs of the UE_ID in order to minimize the correlations with PO/PFs (see Figure 1). 
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Figure 1
Whenever N*Ns > 2^7, there will be correlations between the PC (paging carrier) and the used PF/PSF. More specifically, in that case, UEs will be distributed evenly between carriers, and evenly between PF/PSF, but:
· Within a given PC, UEs might not be distributed over all possible PF/PSFs

· Within a given PF/PSF, UEs might not be distributed over all possible PCs
This is just because whenever N*Ns > 2^7, there are more possible paging groups in the PF/PSF/PC space then possible UE groups (2^12). So this is not a problem, as when we are in this situation UEs are anyway distributed over 2^12 paging groups which as discussed above is largely enough.

Proposal 3: Keep existing UE_ID on 12 bits
Paging carrier formula

We propose the following, assuming 32 paging carriers:

- 
UE_ID_PC  =  floor(UE_ID/2^7)  (i.e., we keep the 5 MSBs)
UE_ID_PC determines 32 UE_ID ranges. Then each weight W(i) between 0 and 32 indicates the number of consecutive UE_ID ranges associated to a carrier i.

Hence, the paging carrier PC is smallest number satisfying following equation:
-
UE_ID_PC  < W(1) + W(2) + … + W(PC)
Proposal 4: Use 5 MSBs of UE_ID to determine 32 UE_ID ranges to be mapped to paging carriers using absolute weights
3. Conclusion 
In this contribution, we have discussed our views regarding the support of paging on a non-anchor carrier, and made the following observation and proposals:
Proposal 1: Use a direct mapping from DL NonAnchorCarriers list to PCCH configuration rather than using a dl-CarrierIndex
Proposal 2: Consider absolute weights (representing an absolute proportion of UEs)
Observation 1: UE_ID length increase should be avoided as far as possible to avoid security concerns
Proposal 3: Keep existing UE_ID on 12 bits
Proposal 4: Use 5 MSBs of UE_ID to determine 32 UE_ID ranges to be mapped to paging carriers using absolute weights
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Annex
Traffic model

From [2] “Network Command” traffic assumptions, the expected MT packet arrival rate is about 0.47 MT / hour / UE. A cell is assumed to support 10000 of such UEs, yielding a MT packet arrival rate of 1.3 MT/s/cell. Assuming most UEs are stationary, paging optimizations could be effective i.e. most of the time, cell level paging is enough. Hence around 2 pages/s/cell could be expected.
False paging probability

The parameter nB can be used to adjust the PO density, between 4 POs per RF down to 1 PO per 10.24s (maximum DRX cycle).

With 2 pages/s/cell, assuming Poisson arrival, we can calculate the PO occupation probability depending of nB. The table below shows the PO occupation distribution, where Pg is the number of paging received per PO.
	nB
	PO period (ms)
	Prob(Pg >=1) 
~False Paging
	Prob(Pg >=2)
	Prob(Pg >=4)
	Prob(Pg >=8)

	T
	10
	0.02
	0
	0
	0

	T/2
	20
	0.04
	0
	0
	0

	T/4
	40
	0.08
	0
	0
	0

	T/8
	80
	0.15
	0.01
	0
	0

	T/16
	160
	0.27
	0.04
	0
	0

	T/32
	320
	0.47
	0.13
	0
	0

	T/64
	640
	0.72
	0.36
	0.04
	0

	T/128
	1280
	0.92
	0.72
	0.25
	0

	T/256
	2560
	0.99
	0.96
	0.75
	0.15

	T/512
	5120
	1
	1
	0.99
	0.80

	T/1024
	10240
	1
	1
	1
	1


Figure 2
For instance, with one PO every 128 RFs (1.28s), the PO occupation (at least one paging received) is about 92%. Even with one PO every 16 RFs (160ms), the PO occupation is still about 27%. 

For a given UE, the false paging probability can be calculated as the PO occupation (at least one paging received) minus the probability that the UE actually received a good paging. This later probability, for one UE, corresponds to the paging rate normalized to DRX cycle. If DRX cycle is 1min, and paging rate 1/hour, than it is 1/60. Typically, it can be assumed to be low for NB-IoT Network Command use cases and nearly null or MAR use cases. Hence the PO occupation (at least one paging received) is well representative of the false paging probability.

High false paging probability badly impacts UE power consumption due to the useless NPDSCH Paging Message decoding, especially for devices in extreme coverage. Moreover, more paging records mean higher TBS, longer PDSCH duration and increase power consumption. From UE power consumption point of view, as far as possible, POs should be spread apart. 


