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1 Introduction
URLLC has been discussed extensively in the last meetings on both the detailed requirements and the methods to meet the latency and reliability targets. 
Also RAN1 has reached the following agreement in the last meeting that: 
From network perspective, multiplexing of transmissions with different latency and/or reliability requirements for eMBB/URLLC in DL is supported by  
· Using the same sub-carrier spacing with the same CP overhead

· Using different sub-carrier spacing 

· NR supports both approaches by specification

Therefore, eMBB and URLLC can share the same numerology, use a dedicated numerology separately, or both. 
Taking the consideration of the new agreements and recent progresses, this paper discusses how URLLC service could be support efficiently in the new NR framework. 
2 Discussion
2.1 Consideration on URLLC scenarios 
A detail list of URLLC scenario can be found in tanlel-1, which is based on description in TR 22.862. Generally, the scenarios can be classified into two types: static scenarios and mobile scenarios. The static scenarios include industry control, industry automation, smart-grid substation protection and control, smart grid system with distributed sensors and management, etc. And the mobile scenarios could include virtual and augmented reality and vehicle-to-vehicle communication. Obviously, the most part of URLLC scenarios are static. 
Due to the extreme requirements on delay and reliability, URLLC requires at least one high-quality radio channel between the user devices and gNB. This can be easily realized in the static scenarios where both the user devices and gNB are stationary. However, in the mobile scenarios where the quality of radio link is always changing quickly, it is very difficult to guarantee the availability of mobile access in each location point in the coverage area.
Furthermore, in the static scenarios, the problem caused by handover and timing-advance change is negligible. NR system need only support the simple communication process between fixed points. While in mobile cases, the large service interruption due to handover process has to be considered carefully. Although the multi-connectivity technique can solve the handover interruption problem, it is quite complex and resource-consuming to support mobile URLLC services due to its extreme delay and reliability requirements. For example, channel quality of multiple connections has to be monitored in a very short period to guarantee the good connectivity quality in every moment. Besides that, the mobile user should also measure its timing advance very frequently in the case of OFDM-mode uplink transmission. 
Given the most important use case is the industry automation, where most of the devices are stationary with a fixed location, the support of URLLC service could be classified into two phases in NR, and the support of static URLLC service could be considered in phase I.
Table-1: Requirements on latency and reliability for typical URLLC scenarios [1] 
	Scenario
	Delay req.
	Reliability req.
	Others features

	Industry Control
	1~10ms
	packet loss rate <10-9
	Close-loop control with small packets (typically <50 bytes)

	Industry automation
	0.1~1s
	packet loss rate <10-5
	For supervisory and open-loop control, Data rates can be rather low since each transaction typically comprises less than 100 bytes

	Smart grid: Substation protection and control
	1ms (end-to-end)
	packet loss rate: <10-4
	Automates fault detection and isolation to prevent large scale power outage

	Smart grid system with distributed sensors and management
	<8ms
	99,999%
	For prompt reaction in reconfiguring the smart grid network in response to unforeseen events, Throughput: from 200 to 1521 bytes

	virtual and augmented reality
	2‑4ms (round-trip ) 
	　
	These scenarios place critical requirements on transfer bandwidth (e.g. 8K stereo video -250Mbps)

	Vehicle-to-Vehicle 
	10-15ms

(round-trip)
	　
	　


Proposal 1: URLLC support could be classified into two phases in NR, and the support of static URLLC service could be considered in phase I. 
2.2 Consideration on CP for URLLC
URLLC should be treated as the highest priority service and this should be reflected in both CP and UP. This section provides some considerations on CP for URLLC. 
When a user is in idle mode, gNB could not know what kind of services it needs. Hence, only after the user register its identity and negotiate its URLLC service quality, the network could provide the corresponding services. Therefore, the control plane latency of URLLC user from idle to connected status can be considered the same as other types of services, and the extreme URLLC QoS requirements can only be supported after the control plane signalling for session setup has completed and the user gets into the connected mode. 
Proposal 2: The extreme URLLC QoS requirements can only be supported after the control plane signaling for session setup has completed. 
URLLC service has extreme high requirement on packet delivery latency. As described in TR 38.913, the uni-direction UP latency of URLLC either from gNB to user or from user to gNB should be within 0.5ms. If the URLLC packets arrive periodically, small sleeping time could be allowed. However, When the URLLC packets arrive irregularly (e.g.  in Possion mode), it is not suitable for the user to get into sleep mode because it cannot be predicted when the next URLLC packet arrives. If the packet arrives just at the beginning of the user sleeping, the sleeping time will become the extra latency and it will be difficult to finish the packet delivery in time. Hence, DRX should not be configured for URLLC service. 
Proposal 3: DRX should not be configured for irregular URLLC service. 
Similarly, if a URLLC user gent into in-active mode, it takes extra time for the user to get into connected status again. This will add extra latency in the delivery of URLLC packet. Therefore, In-active mode should not be support for URLLC service.
Proposal 4: In-active mode should not be configured for irregular URLLC service. 
In the process of user network entry, a default DRB should be set up for speeding up data delivery and reducing signaling overhead. In generally, such a default DRB has no QoS guarantee. However in URLLC, all the traffic cannot be delivered without QoS guarantee. Hence for URLLC user, the default DRB could be a DRB with QoS guarantee. 
Proposal 5: The default DRB for URLLC user could be a DRB with QoS guarantee. 
When multiplexed with other services like eMBB, admission control should consider all the traffics, and put the URLLC in the first priority. This is because the different type of services should be able to share the common radio resources in the NR design, regardless of whether URLLC and eMBB will use the same or different numerology. In the case of that different services like URLLC, eMBB, etc. are supported by different slices, the admission control need to consider all the slices sharing the same radio resource. 
Proposal 6: Admission control should consider all types of the services sharing the same radio resource, and URLLC should be considered in the highest priority. 
2.3 Consideration on UP for URLLC 
TR 38.913 has clearly specified the QoS requirements of UP for URLLC. The URLLC UP latency should be less than 0.5ms, and the URLLC UP reliability should be less than 10-5 within 1ms UP latency for 32bytes’ packet. For eV2X, the UP reliability should be less than 10-5 within 2ms latency for 300bytes’ packet under V2I scenario, and within 3~10ms latency for 300bytes’ packet under V2V (sidelink) scenario. 
Many methods can be applied in UP to address the high reliability and low latency of URLLC. 
Unlike HARQ, there’s no fixed channel to transmit ACK signal in ARQ process, and gNB need to allocated resource for ACK signal delivery in ARQ. It is difficult to guarantee the arriving of ACK message during the small latency of URLLC. Therefore, for URLLC service, ARQ could be skipped to save treatment delay. Without ARQ process, the packet needs not wait for ACK arriving before being delivered to upper layer. This obviously saves lots of delay time. 
Proposal 7: ARQ could be skipped for URLLC service. 
Due to the absence of ARQ, only PHY-layer feedback could be utilized to provide QoS guarantee for URLLC. For example, CQI information of the radio channel can be exchanged in some specific physical channel, and gNB need to have a fast reaction on the changed channel quality. Also, to make sure they can be received with high reliability in one-time transmission without explicit ACK signal of ARQ, gNB has to allocate enough resources for each URLLC transmission. In case of channel variation, some redundant resource can even be allocated for reliability guarantee. This obviously is not a spectrum-efficient solution because the radio channel can become better when the URLLC transmission happens and the allocated redundant resource is wasted. 
To improve the spectrum efficiency, HARQ technology becomes an important candidate because it can use resource in a more efficient manner. This is because HARQ can utilize time diversity to overcome the dynamic wireless channel changes. However, if we still follow the traditional HARQ timing, it might be difficult to realize any retransmission within the URLLC delay target, even when the subcarrier width changes from 15KHz to 60KHz and the length of each OFDM symbols becomes only one 4th of the original value. Therefore faster HARQ timing should be considered for URLLC support. 
Proposal 8: Faster HARQ timing should be considered for URLLC support. 
Multi-connectivity could increase the reliability of URLLC transmission through the utilization of space diversity or frequency diversity. When multiple connections go through different transmission and receiving points (TRPs), the reliability gain comes from space diversity. While when multiple connections go through different carriers in different frequency bands, the reliability gain comes from frequency diversity. In both scenarios, a same data packet can be transmitted simultaneously in multiple paths, or a best path can be chosen from multiple connections for transmitting URLLC packet. Nevertheless, for efficient support of URLLC service, all the connections should have some kind of QoS guarantee. If one of the connections cannot guarantee the QoS, it might be not suitable to use it in URLLC transmission even though reliability can be increased opportunistically due to the usage of that connection. 
Proposal 9: Multi-connectivity technology could be considered for URLLC support only when all the connections could provide some kind of QoS guarantee. 
2.4 Consideration on URLLC support together with other types of services 
As gNB can have much different configurations and processing procedures for URLLC packets, and it is proposed to URLLC could be implemented in a separated slice. When other types of services exist, e.g. eMBB and mMTC services, they can be considered as being processed in some other slices. Because the traffic in each slice is always changing dynamically, resource should also be shared dynamically between different slices. Otherwise, the resource utilization efficiency could be very low if resource is allocated to different slices semi-statically. 
Taking the existing user plane protocol architecture of LTE/LTE-A as baseline, since the scheduling/physical resource allocation can be considered as part of MAC, the function of resource allocation/scheduling for each slice shall also be handled in MAC layer. A common MAC part across different slices can be used to dynamically allocate different part of radio resource to a different slice. One example can be found as follow:
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Figure-1: An implementation example to support URLLC, eMBB and mMTC by separate slices ;
In the figure, different slice will have independent processing flow, and all the slices converge at the common MAC part. It is also shown that different numerologies, referred to as air interface subset (AIS) can be used for different resources and the relation between slice and AIS can be flexible. The relation between AIS and resource could be also flexible as well. All these flexibility can be controlled by the common MAC part. 
Puncturing method could be utilized to support URLLC service in the downlink, i.e. the incoming URLLC packets could occupy the radio resource even when the resource has already been allocated to some other service slice. In the simplest method, the punctured service could consider the punctured resource part still belongs to it and decode the whole allocated resource block as same as before. In some other method, some puncture information could also be provided by common MAC to help the decoding in the other service slice. Figure-2 provides a simple example of URLLC service block puncturing eMBB resource block, where two subframes have already been allocated to eMBB. When a URLLC packet arrives at 4th OFDM symbol of the first eMBB subframe, gNB could directly put it in the position of 5th and 6th eMBB OFDM symbols. As shown in the figure, URLLC could use a different subcarrier spacing (SCS) of 60KHz, and there are 2 mini-slot available with 4 OFDM symbols in each of them. Although URLLC puncture signal acts as a noise to eMBB signal, the small portion of puncture could only impose minor affection, and the whole eMBB resource block could still be decoded successfully. Even in the case that it cannot be decoded, eMBB with ARQ and HAQR functions could still complete the related packet delivery within the delay allowed by its QoS guarantee. The resource puncturing information by URLLC can also be notified to eMBB slice so that it would skip the punctured resource part to improve the overall SINR in eMBB receiving. Moreover, to limit the affection of the URLLC puncturing, it could be specified that the resource of reference signal cannot be punctured. In this case, the common MAC should have the information of reference signal positions of each slice. 
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Figure 2 – An example of URLLC service block puncturing eMBB resource block
Proposal 10: Resource should be shared between URLLC and other types of services. And a common MAC part can be used to dynamically allocate different part of radio resource to a different service slice. The allocated resource could be punctured for URLLC service under the control of common MAC. 
3 Conclusion
This paper has provided an extensive analysis on URLLC support in four different respects. 
Taking the consideration of different URLLC scenarios, we have the following proposal: 
Proposal 1: URLLC support could be classified into two phases in NR, and the support of static URLLC service could be considered in phase I. 
In the consideration of CP for URLLC support, we have the following proposal: 
Proposal 2: The extreme URLLC QoS requirements can only be supported after the control plane signaling for session setup has completed.
Proposal 3: DRX should not be configured for irregular URLLC service. 
Proposal 4: In-active mode should not be configured for irregular URLLC service. 
Proposal 5: The default DRB for URLLC user could be a DRB with QoS guarantee. 
Proposal 6: Admission control should consider all types of the services sharing the same radio resource, and URLLC should be considered in the highest priority. 
In the consideration of UP for URLLC support, we have the following proposal: 
Proposal 7: ARQ could be skipped for URLLC service. 
Proposal 8: Faster HARQ timing should be considered for URLLC support. 
Proposal 9: Multi-connectivity technology could be considered for URLLC support only when all the connections could provide some kind of QoS guarantee. 
And in the consideration of URLLC and other types of services, we have the following proposal: 
Proposal 10: Resource should be shared between URLLC and other types of services. And a common MAC part can be used to dynamically allocate different part of radio resource to a different service slice. The allocated resource could be punctured for URLLC service under the control of common MAC. 
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