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1
Introduction
In the last RAN3#93bis meeting, the issue of “slice availability” raised wide discussions. Finally it was agreed to clarify the problem first and need to study the possible solutions which have been captured into RAN3 TR as follows [1]:
Slice Availability 
-
Whether a network slice is considered as a service and whether network slices are available over different cells of the RAN in a scattered or continuous way needs to be studied. As an example, the effects of network slice availability over idle and connected mode mobility shall be analysed.
This contribution intends to describe the deployment of network slices first and then detailed analysis of possible effects and solutions to address the problem for RAN2 studies.
2
Discussion
2.1
Deployment of network slices
It is argued that the network slice may be deployed over different RAN nodes/cells in a scattered or continuous way. The following two scenarios are given to illustrate the problem in both scenarios with respect to slice availability.  
· Scenario A: Scattered deployment over RAN nodes
When the UE attempts to access to the network, one question may raise related to the network/cell selection for slicing selection in the scenario with overlapping cells/carriers. As illustrated in Figure 1a, a RAN node deploys more than one overlapping carrier, Cell A and Cell B where cell B may be dedicated to provide a particular network slice (ns), e.g. NS2. This scenario may apply to a Virtual Network Operator (VNO) who rents a network slice especially for their target users, or an enterprise who deploy a network slice for the purpose of providing URLLC service in a limited area.
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Figure 1a. Illustration of deployment of different network slices
· Scenario B: Continuous deployment over RAN nodes
When the UE moves from one cell to another cell one question may raise that whether the same slice is available in the target cell? As illustrated in the Figure 1b, NS 1 is deployed in RAN node A and B while NS 3 can be supported by RAN node A, B and C. Suppose the UE is served by the NS1 in the source RAN node A, the decision on the target RAN node between neighbour RAN node B and C would have an impact on service continuity of slicing.
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Figure 1b. Illustration of deployment of different network slices
In practise, it is deemed that network slicing deployment may be driven by factors of business and planning. From the perspective of business, some network slices are assumed to be accessible in an area for specific purposes, such as for an industrial park or a building belonging to a tenant. In addition, some RAN nodes or cells cannot afford the service level agreement (SLA) of the requested network slices due to function limitations in terms of capability, available RATs etc. It should be possible that each RAN node/cell cannot deploy all the network slices per PLMN. Therefore, it is straightforward to consider the slice availability for enhanced UE mobility.
Proposal 1: Different RAN nodes/cells may be deployed by different pre-configured network slices depending on business and planning factors.
2.2
Effect of slice availability
In case a RAN node/cell cannot deploy all pre-configured network slices, both the UE in IDLE and CONNECTED mode mobility would be affected with respect of slicing-level mobility as follows,
· IDLE mode

The UE in the IDLE mode performs cell selection before initiating network slice association request how to make sure all slices it desires are supported by the camped cell. Then the UE may trigger reselection to a cell where all slices he want may be not supported, in this case, when the UE transits to the CONNECTED mode, the slice association request from UE may be rejected and thereby causing interrupt delay and power waste.

· CONNECTED mode 

The UE has been connected to a cell after cell selection and is associated with a slice. When the UE moves to a target cell, how to make sure the source RAN node selects a suitable target node. The selection itself is implementation dependent but the question is if it should have the knowledge before handover preparation.
Proposal 2: Both IDLE mode and CONNECTED mode mobility would be affected due to slice availability. 
2.3
Possible solutions addressing slice availability
Given the effect of slice availability, it is needed to investigate different possible solutions in order to address the aforementioned problems within the scope of RAN2. In the following, some candidate solutions are described and analyzed.
· Broadcast : Once each RAN node/cell announces slice availability so that a UE in the IDLE mode that has been registered to certain slice(s) e.g. IoT will check the availability of those slice(s) and then decides which network to select and which cell to camp at the time of network/cell selection. However, it doesn’t scale well with the potential growth of slice support in the future, which will probably result in a potential waste of radio resources while increasing the complexity of such certain types of terminals. In addition, with the introduction of the new RRC state in NR, the need to move UEs to the IDLE mode will be hence reduced, which also weakens the necessity of broadcasting the slice availability. Noth that it should be FFS to SA2 about whether the UE knows the slice type/instance. The impact on Minimum SI could be analyzed in RAN2 [2].
· Dedicated RAN-UE signalling : It is common understating that CN would assign a (default) network slice to the UE during initial attach. Then, it should be possible for the RAN to deliver slice availability including its supported slices and even its neighbouring RAN node through dedicated signalling while taking UE provided information, e.g. UE capability, UE Usage Type, location etc, into account. Therefore, the UE would consider slice availability to perform IDLE mode mobility to make sure that it is able to access the desired slice.
· Redirection: The UE is camping on any cell in the PLMN. When transiting to active mode, the RAN node recognize that the requested slices are not supported but is supported in another node. The UE is instructed to return to idle, and connect to the other node. 
In addition, with knowledge on slice availability the RAN nodes may use multi-connectivity operation to provide all requested services, even if they are not all available in the same node. When the UE requests a slice that is not deployed in the cell/node, the network may trigger multi-connectivity in terms of dual-connectivity if it is supported in a neighbouring cell/node. 
We kindly suggest capturing those possible solutions for further studies in RAN 2.
Proposal 3: The possible solution addressing slice availability for RAN2 studies could be one or any combination of broadcast, dedicated RAN-UE signalling, redirection and multi-connectivity.
3
Conclusions
This contribution analyzes the deployment of network slices and the effects of slice availability over IDLE mode and CONNECTED mode mobility. Finally, different possible solutions are described for further studies.
Proposal 1: Different RAN nodes/cells may be deployed by different pre-configured network slices depending on business and planning factors.
Proposal 2: Both IDLE mode and CONNECTED mode mobility would be affected due to slice availability. 

Proposal 3: The possible solution addressing slice availability for RAN2 studies could be one or any combination of broadcast, dedicated RAN-UE signalling, redirection and multi-connectivity.
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