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Introduction
In this contribution we discuss aspects of feedback and redundancy SC-PtM for Rel-14 FeMTC and eNB-IoT following the e-mail discussion upon the subject, see [2]. 
Discussion

Analysis of retransmission based mechanism
We have provided the following analysis as part of our response to the related email discussion [2]:
We assume that file transmission for firmware update is repeated 3 times, i.e. per TB, the transmission format is kept the same and UEs can combine TBs received in separate transmissions. Then the probability for UEs to receive all 133 IP packets would be more than 0.99 for both MCS cases.

Prob. for successful TB transmission: 1 - 0.013 = 0.999999
Prob. for successful UDP/IP packet tx (MSC 0): 0.99999954 = 0.999946
Prob. for successful UDP/IP packet tx (MSC 4-12): 0.99999919 = 0.999981
Probability for UE to receive all multicast data successfully (MSC 0):  0.9928
Probability for UE to receive all multicast data successfully (MSC 4-12):  0.9975

One should also keep in mind that MCS 0 is used for NB-IoT UEs in worst case coverage which may not represent most NB-IoT UEs in the serving cell. It may be more efficient to serve those UEs via unicast, if multicast were to be considered very costly, from radio resources standpoint.

[bookmark: _Toc463010938][bookmark: _Toc463033355]Multicast data can be retransmitted to improve the residual BLER

Packet level forward error correction
Background on rateless FEC codes
Rateless FEC codes on higher layer work by generating a potentially infinite (= very large) number of different encoded packets from the original source data/symbols. If the original data consists of  blocks, the recipient must correctly receive  encoded packets, where  is the overhead factor and preferable equal or close to 1. For maximum-distance separable codes, such as Reed-Solomon erasure correcting codes   (note: R-S codes are not truly rateless codes) but for many practical rateless codes with efficient encoding and decoding algorithms overhead of few percentage points (typically) should be accounted for. Rateless FEC codes are often asymptotically optimal, that is, when tends to infinity,  tends to unity.
The following protocol architecture is provided in [3]: 



Figure 1. Protocol architecture as presented in [3].
Assuming some FEC scheme is used within FLUTE, the Figure 1 shows, that depending on the blocking algorithm used by FEC, one encoded block could be mapped to one or more IP packets. For the sake of simplicity, we consider one IP packet would contain one such encoded FEC block. From physical layer transmission perspective, one IP packet would be segmented to one or more TB transmissions. As the higher layer FEC works as an erasure code (meaning a packet is either transmitted successfully or “erased” by the communications channel), the decoding algorithm expects the received packet to be intact to be usable for decoding. Therefore, the probability for a FEC block or IP packet to be useful, depends on the segmentation, i.e., how many TB transmissions are done on the physical layer per IP packet. 
Based on arguments above, the comparison of required overhead between repeating transmissions close to physical layer vs. sending additional redundancy from higher layer depends on how large the encoded FEC blocks are.

[bookmark: _Toc463010939][bookmark: _Toc463033356]The performance (in terms of overhead) of FEC depends on the blocking algorithm used and the size of FEC blocks. 

Due to the nature of the FEC coding, where the sender can generate more redundancy as much as it chooses to, it is possible to rely on the higher layer coding to provide enough redundancy for successful transmissions. The number of overhead packets the sender should generate and send depend on the BLER on physical layer and the blocking algorithm as described above. Please find a simplified FEC analysis in the Appendix for a general idea on how many packets are needed to achieve high probability for decoding. 
Moreover, there are existing MBMS mechanisms for the MBMS receiver to ask for missing pieces of the transmitted download as described in [3] and mentioned in our contribution [1].

[bookmark: _Toc463010940][bookmark: _Toc463033357]Higher layer procedures can handle both redundancy and possible feedback.

It should be further noted that the discussed mechanisms are not in the scope of RAN2. 
Based on the observations and the discussion above, and considering the additional workload this would cause in other RAN working groups we propose that

[bookmark: _Toc463010941][bookmark: _Toc463033370][bookmark: _Toc463033374]There is no need to consider additional redundancy and feedback mechanisms in RAN2. 

However, in case RAN2 decides that some mechanisms must be specified, the retransmission scheme analysed in the email discussion and above can be used to improve the BLER of the physical layer. It should be noted that generating such retransmissions can be considered ineffective compared to relying on other mechanisms, such as the higher layer coding described above. In that case RAN2 should ask RAN1 to provide input on the feasibility of such scheme. 

[bookmark: _Toc463010942][bookmark: _Toc463033371][bookmark: _Toc463033375]If retransmission-based scheme is considered necessary, RAN2 should ask RAN1 for opinion on the feasibility of such scheme. 


Conclusion
In this contribution we discussed the aspects of feedback and redundancy SC-PtM for Rel-14 FeMTC and eNB-IoT based on the related e-mail discussion [2]. 
In section 2 we made the following observations:
Observation 1	Multicast data can be retransmitted to improve the residual BLER
Observation 2	The performance (in terms of overhead) of FEC depends on the blocking algorithm used and the size of FEC blocks.
Observation 3	Higher layer procedures can handle both redundancy and possible feedback.

Based on the discussion in section 2 we propose the following:
Proposal 1	There is no need to consider additional redundancy and feedback mechanisms in RAN2.
Proposal 2	If retransmission-based scheme is considered necessary, RAN2 should ask RAN1 for opinion on the feasibility of such scheme.
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Appendix
Analysis for FEC
For simplified analysis we can assume that the Raptor FEC used has , thus the receiver must receive some overhead packets on top of . If we assume each Raptor encoded packet is transmitted in an IP packet, which must be split to transmission blocks once reaching the physical layer, the probability to receive one such encoded packet correctly is  where  is the BLER. When we assume  packets are needed for successful decoding with high probability, the application layer would need to send (IP packets (or FEC blocks). Some examples with  are shown in Table 1. 

[bookmark: _Ref462405626][bookmark: _Ref462405623]Table 1. Avg. number of sent FEC packets for high decoding probability.
	m / p
	0.01
	0.05
	0.1

	1
	1061
	1106
	1167

	2
	1072
	1164
	1297

	3
	1083
	1225
	1441

	4
	1094
	1290
	1601

	5
	1105
	1357
	1779

	10
	1162
	1754
	3012

	15
	1221
	2267
	5100

	20
	1284
	2929
	8637

	30
	1420
	4892
	24770

	40
	1570
	8171
	71038

	50
	1736
	13647
	203735
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