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1 Introduction

Last RAN2 meeting discussed the relationship between service flows and DRBs without reaching a conclusion.  
1
For DL for a non-GBR flow, the eNB sees an indication over NG-u and based on the indication the eNB maps the packet to a DRB of an appropriate QoS. 

RAN2 understanding of SA2 agreements is that eNB has a QoS profile associated with the indication.

FFS whether there is a requirement for every different QoS indication to be mapped to a different radio bearer.

2
Functionality is required to differentiate flows from different PDN-connections over the radio interface (e.g. by using separate DRBs or by an explicit indication in a header)

3
For DL, the eNB establishes DRBs for the UE taking the QoS profiles in to account.

FFS how the DRB is established in the first packet is an UL packet.

=>
FFS whether there is a requirement for GBR flows and non GBR flows to be mapped to different DRBs.

Since then SA2 has discussed QoS further and decided to use QoS flows rather than service flows.  
This document discusses the topic further.

2 Discussion

SA2 QoS architecture has removed EPS bearer concept.  In the recent discussion last meeting SA2 agreed to use a QoS marking per packet (in the tunnelling header) to indicate the QoS requirement for the packet.  This marking is a scalar value with the actual QoS for the scalar value is being finalised in SA2.   Nevertheless, it is clear that packets requiring the same QoS treatment will carry the same QoS marking.
DRB on the other hand will continue in RAN.  All the packets of a DRB will be associated with the same QoS in RAN.  In LTE EPS bearer concept, where there is a one to one mapping between EPS and DRB.  Now that there is no EPS bearer in NR, and hence no one to one mapping, it is possible for gNB to decide when to set up a new DRB and when to use an existing DRB. 
In addition, it is possible that the UE may have multiple PDU sessions.  QoS flows for different PDU sessions that require the same QoS treatment will carry the same scalar value.   From QoS perspective, it is then possible to multiplex the two QoS flows from different PDU sessions into the same DRB.  If this is done, there would need to be a separate marking in the UP header to differentiate the two PDU sessions as agreed in RAN2#95.
This then brings the question that was discussed last RAN2 without conclusion.  Should RAN have the flexibility to do its own mapping of flows with different QoS marking into same or different DRBs?

A one to one mapping between QoS flow and DRB provides for uniform and standardised treatment by all RANs irrespective of the network vendor.   Further, a one to one mapping will not need additional information in the UP header as each of these QoS flows and PDU sessions will use different DRBs and hence DRBid is sufficient to perform the split of UL traffic at gNG into different QoS flows.  It is also the model that has been used in UMTS and LTE and hence well understood.  

On the other hand, it can be seen to be too rigid and lacking the flexibility and dynamic aspect that could provide benefits and take advantage of the enhancements in NG Core.  There are two cases to consider – muxing of packets with different QoS marking into one DRB and splitting of packets with the same QoS marking into different DRBs.  Each of these are discussed in more detail below.
LTE UEs supports a fixed number of 8 DRBs that is hard coded in the RAN specifications (though from signalling perspective, larger number of bearers are supported over different interfaces).  While we don’t know yet how many bearers NR UE will support, one of the considerations is to have more flexible and finer granular handling of QoS.  This could also require a larger number of QoS marking over network interfaces and a flexible and larger number of DRBs supported by the UE.  Should we have a flexible number of DRBs that are supported by the UE, this will signalled as a UE capability and not normally known to the Core network User plane functions.  Similarly, there may be restrictions on the number of DRBs a network node can support in total or it can support towards a UE.  The CN is also unlikely to be aware (or in other words, it is better not to burden the Core Network) of these limitations.

RAN scheduler is a proprietary RAN implementation issue and unknown in the CN.  RAN scheduler may consider many factors in RAN such as load in the network before deciding the QoS treatment for a UE.  While RAN2 has not discussed it in detail, RAN may consider additional RAN specific QoS parameters such as Prioritised Bit Rate.  
It is also possible that RAN may want to split a QoS flow into multiple bearers.  This could for example be considered with Dual Connectivity, where one path may be significantly faster and aggregation across the two paths will delay packets of the faster path unnecessarily.  Breaking up a QoS flow into service data flows that are sent over different paths will avoid the re-ordering delay at the receiver and data for different service data flows can be delivered to higher layers irrespective of the delay experienced by the other path. A similar issue arises during blockage of one path.   While this currently not officially supported in standards today, the concept was discussed in the context of LWIP and left to network implementations.  
Another point of discussion in RAN2#95 was the muxing of GBR and non-GBR bearer.  While GBR and non-GBR data is normally not multiplexed into the same bearer, there is no fundamental reason why they cannot be.   The main services considered for GBR are voice and video applications that can benefit from RLC-UM and short header size.  Using RLC-AM for these bearers are not helpful since the residual bit error rate after HARQ is sufficient and using RLC-AM can lead to additional delay that can be more detrimental to the service.  On the other hand, non-GBR is more tolerant to delay fluctuations and less to packet error rate.  
With NR, it is possible that the radio interface will offer significantly lower delay and hence even using RLC-AM may be acceptable in terms of delay for GBR bearers.  Further, with data now overtaking voice as the main traffic, optimising voice traffic may not be that significant in the future. Though it might not be that useful, even this kind of muxing of GBR and non-GBR traffic into one bearer is a viable option and can be left to RAN implementation.

Removing the EPS bearer concept removes the dependency on NAS and allows RAN the flexibility to set up DRBs as necessary taking RAN parameters into account.  Removing EPS bearer reduces the signalling and dependency on many different network nodes to set up bearers.  To fully exploit this flexibility and provide the benefits discussed above, it is proposed that:
Proposal #1: Mapping of different QoS flows (from the same or from different PDU sessions) into DRBs should not be 1:1 but flexible and left to RAN implementation.

3 Summary and proposals
The document looked at relationship between QoS marking in NAS and DRBs in RAN.  SA2 has removed the one to one relationship between EPS bearer and DRB and also moved the QoS marking to the user plane over NG-U.  This provides RAN the flexibility to take decisions on whether to take into account various factors that are RAN specific such as load on the network, number of DRBs supported by the UE and gNB as discussed in more detail above.  It is hence proposed:
Proposal #1: Mapping of different QoS flows (from the same or from different PDU sessions) into DRBs should not be 1:1 but flexible and left to RAN implementation..


