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1	Introduction
According to NGMN, Network Slicing is a concept for running multiple logical networks as virtually independent business operations on a common physical infrastructure. A Network Slice is considered as an independent virtualized End-to-End Network and is a key feature of NR/NGC. It allows networks to be partitioned in order to independently provide optimised solutions for different scenarios and services. In this contribution a brief overview of slicing as discussed in SA2 is given as well as possible impacts to RAN2.
2	Slicing Overview
The SA2 TR describes network slicing as enabling the operator to create networks customised to provide optimized solutions for different market scenarios which demands diverse requirements, e.g. in the areas of functionality, performance and isolation [23.799]
SA2 study areas of particular interest to RAN2 are:
-	How to enable a UE to simultaneously obtain services from one or more specific network slice instances of one operator;
-	Which network functions may be included in a specific network slice instance, and which network functions are independent of network slices;
-	The procedure(s) for selection of a particular Network Slice for a UE;
SA2 work tasks for Network Slicing of particular interest to RAN2 are:
-	Network Slice Instance Selection and Association
-	Initial network slice instance selection to support UE's service establishment and re-selection to support UE mobility and other scenarios that are TBD,
-	Network slice instance identification;
-	Authorization for UE association with network slice instance.
-	Network Slicing Isolation
-	Security isolation;
-	Resource isolation.
-	Network Slicing Architecture
-	identifying impacted network functions and interfaces to support one or more network slice instances on top of a shared RAN and a shared infrastructure.
-	Identifying the common functions (if any) that need to be available in the core network and/or RAN to enable network slicing
-	Identifying the approach to enable UE to associate with multiple slices simultaneously.
SA2 describes a number of different solutions for the support of network slicing. 
They can be grouped into two main categories:
-	With limited impacts to NR: any slicing of PLMN is not visible to the UE at the radio interface and solely handled by the RAN by linking radio bearers with the appropriate core network instance. The UE does not request a slice, just the establishment of a new session. It is then up to NGC to link the session to a slice based e.g. on subscription information,
-	With NR impacts: after initial attach, the UE can requests a slice through NAS or RRC signalling when requesting a new PDU session.
3	Slicing Selection
As described above, depending on the solution SA2 selects, the UE may not be involved in slice selection. From a RAN2 perspective, it would of course be easier to let NGC handle slice selection. However, without the UE knowing the slice it is requesting resources for, slicing cannot be taken into account in the initial phases of connection establishment, for instance to deal with congestion. A typical example of a scenario where it would be beneficial to do such a thing is to have two slices: one for eMBB and another one for mMTC. In such a scenario, it would naturally be beneficial to segregate UEs already at connection establishment, for instance to partition RACH resources and avoid eMBB to become congested by a surge of mMTC connection requests.
Observation 1: without the UE knowing the slice it is requesting resources for, NR is limited in controlling the initial phases of connection establishment.
4	Slicing Isolation
4.1	Security
For security, we are suggesting in a companion contribution to at least allow one security key per security domain e.g. slice [R2-166164].
Observation 2: security isolation requires multiples security keys.
4.2	Resources
The isolation of two types of resources are foreseen for slicing: RACH and Shared Channels.
4.2.1	RACH
As explained in subclause 3, the partition of RACH resources would require the UE know the slice it is requesting resources for. This would also require additional information to be broadcast to signal the mapping. This is further discussed in R2-166172.
Observation 3: partition of RACH resources requires the UE to know the slice it is requesting resources for and increases system information overhead for the broadcast of the mapping.
4.2.2	Shared Channels
Segregation of resources on shared channels can be kept transparent to the UE through scheduling: it is up to the gNB to schedule UEs as it wishes.
Observation 4: segregation of resources on shared channels can be handled by regular scheduling.
5	Slicing mobility
Though it was not mentioned in SA2 TR that how mobility would look like for network slicing, the impact from slicing to the mobility could be considered. Different network slice may imply different performance requirement which leads to different mobility solutions. For instance, the UE controlled mobility without the need of measurement report may be suitable for mMTC slice which in most cases, the UE is stationary or in low mobility and has only infrequent small amount data traffic. On the other hand, for eMBB slice, service continuity could be provided to minimize the transmission interruption by performing the network controlled mobility. Furthermore, in order to reach UEs in idle and/or RRC connected inactive state, the adaption to different slices needs to be considered when designing the paging procedure.  
Observation 5: how the slicing impacts to mobility should be investigated.
6	Conclusion
This contribution has made several observations:
Observation 1: without UE awareness of slices, NR is limited in controlling the initial phases of connection establishment.
Observation 2: security isolation requires multiples security keys.
Observation 3: partition of RACH resources requires the UE to know the slice it is requesting resources for and increases system information overhead for the broadcast of the mapping.
Observation 4: segregation of resources on shared channels can be handled by regular scheduling.
Observation 5: how the RAN slicing impacts mobility should be investigated.
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