3GPP TSG RAN WG2 Meeting #95






R2-165720
Gothenburg, Sweden, 22nd – 26th August 2016
Agenda item:
9.4.2.2
Source:
CATT

Title:
QoS framework impact on RAN
Document for:
Discussion & Decision
1
Introduction

In last RAN2#94 Nanjing meeting, it was agreed that DRB concept is reserved for RAN user plane QoS guarantee purpose.
Agreements

1: The "data radio bearer" (DRB) defines the Over-The-Air packet treatments in the RAN. 

2: A DRB serves a set of packets requiring the same packet forwarding treatment, e.g. reliability, target delay, etc. 

3: A separate DRB is defined for each different packet forwarding treatment required.

In the latest SA2 technical report on study of next generation system TR23.799, several QoS framework solutions were introduced, and in this contribution we summarize the three basic QoS framework models with RAN impact analysis. Furthermore, the issue of mapping “PDU session traffic” with RAN radio bearer is analysed. 
2
Discussion
1.1 Basic QoS framework models
So far, SA2 only has an agreement on the definition of PDU session, which are quoted from TR 23.799 as below,  
PDU Connectivity Service: A service that provides exchange of PDUs between a UE and a data network .
PDU Session: Association between the UE and a data network that provides a PDU connectivity service. The type of the association includes IP type, Ethernet type and non-IP type.
PDU Session of IP Type: Association between the UE and an IP data network.
The reference architecture model including interfaces is illustrated in the figure as below.
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Figure 1: reference architecture model

Several QoS framework solutions were discussed in SA2 and introduced in TR23.799. Some solutions are aligned with EPS QoS framework, while some solutions are revolutionary.  Here we categorise them into three basic QoS framework models in our discussion.   
QoS framework Model-1: QoS index based RB mapping
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Figure 2: QoS framework Model-1: QoS index based RB mapping

In Model-1, one PDU session can include multiple service data flows (SDF). Each service data flow may include data blocks of different QoS requirements. RAN may not be able to distinguish SDFs, but RAN can distinguish data blocks with different QoS requirements according to the “QoS index” encapsulated in e.g. the packet header received from NG3 interface. Different SA2 solutions have different “QoS index” names and definition, and some “QoS index” only indicate “flow” priority attribute and some “QoS index” indicate a “flow” QoS attributes combination like of QCI used in LTE/EPS. 

For downlink transmission, the CN-UP can encapsulate “QoS index” in the downlink NG3 packets, and RAN can execute mapping of NG3 packets to RB according to the “QoS index”.

For uplink transmission UE need to execute uplink packets to RB mapping, and the UE may determine the mapping by itself or get the mapping scheme from RAN. The reflective QoS may be used to help UE determine the “QoS index” of uplink packets of SDFs in uplink. And if UE has RB level QoS parameter of established RBs and “QoS index” information of uplink packets at the same time, UE is able to determine the mapping in uplink by itself. 

Observation1: RAN is provided with QoS index and QoS attributes table by the CN to enable mapping between service data flow and RB.
QoS framework Model-2: Flow ID based RB mapping
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Figure 3: QoS framework Model-2: Flow ID based RB mapping

In Model-2, a PDU flow concept is used. The PDU flow is a logical packet transport of defined characteristics, i.e. corresponding to the finest granularity of packet forwarding/treatment differentiation a PDU session can offer to a service data flow (SDF). PDU flows may be Service-specific and non-Service-specific PDU flows. A PDU Flow is identified by a PDU flow Id in the header encapsulating the service data unit.
RAN may need to associate received packets with PDU flows according to the PDU flow Id both in uplink and downlink U-plane data transmission and it is probable that uplink packets and downlink packets belong to the same PDU flow share a common PDU flow Id.

CN-CP can send QoS requirement of one specific PDU flow and corresponding PDU flow identification to RAN, and in downlink RAN need to map PDU flow to radio bearer and the radio bearer configuration should be able to guarantee the PDU flow QoS requirement. In uplink UE may execute uplink PDU flow to radio bearer mapping scheme received from RAN.

Observation2: RAN is provided with sufficient PDU flow identification and QoS information by the CN to enable mapping between PDU flow and RB.
QoS framework Model-3: Keeping E2E bearer concept
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Figure 4: QoS framework Model-3: Keeping E2E bearer concept

The main difference between Model-3 and Model-1/Model2 is that Model-3 requires CN to reserved end to end bearer concept. In Model-3, the Next Generation Bearer concept is introduced to guarantee E2E QoS across RAN and CN, which is similar to the EPS bearer concept in EPS. It is not clear how the association between u-plane packets and Next Generation Bearer is achieved in RAN. 

In Model 3, there are two types of Next Generation Bearers, which are NextGen GBR bearer and NextGen Non-GBR bearer.  NextGen GBR bearer works like EPS bearer. While NextGen Non-GBR bearer is quite different from EPS bearer by supporting dynamic QoS control with PPI (Packet Priority Indicator) and PPDI (Packet Discard Priority Indicator). PPI and PPDI in fact make different priority handling of traffic aggregated in the same Bearer possible.  

Observation3: for NextGen GBR bearer, one-to-one mapping between NextGen GBR bearer and RB can still work, but for NextGen Non-GBR bearer how PPI and PPDI is used in RAN is an issue. 

1.2 Impact analysis
Basically, there are two candidate way forwards on the mapping of “PDU session traffic” (the “PDU session traffic” identification and QoS assignment methods are related to SA2 QoS framework models as discussed above) with RAN radio bearer, which are 

Option a) mandatory one-to-one mapping between “PDU session traffic” and radio bearer;

Option b) do not limit one-to-one mapping between “PDU session traffic” and radio bearer.
For option a) it is similar with the idea adopted in LTE, in which each EPS bearer must be one-to-one mapping with one radio bearer and the QoS parameters of radio bearer is identical with that of EPS bearer. This is a simple solution for RAN implementation, but it relies on the keeping End-to-End bearer concept across RAN and CN. And CN has to perform End-to-End bearer management function.

For b) it can work even when End-to-End bearer concept is not reserved, e.g. when “PDU session traffic” is identified multiple “flows” by RAN node, RAN is allowed to map these “flows” to one or multiple RBs, and the radio bearer configuration is related to the flow aggregation decision by the RAN.  In case if the activated “flow” number is small, RAN node can use one-to-one mapping strategy between “flow” and radio bearer. It is obvious that this solution leaves vendors more implementation flexibility.
In light of the goal that NR is the enabler of diverse 5G use cases of eMBB, mMTC and URLLC, we need a more flexible solution to be future proof. Comparing to option a), option b) can provide more flexibility and least coupling with CN, and therefore we have the following proposals on the way forward of mapping between “PDU session traffic” and radio bearer for RAN2’s consideration.
Proposal 1: Mapping relationship between “PDU session traffic” (e.g. “flows”) and radio bearer is left to network implementation at RAN. In order to allow for flexibility, mapping between “PDU session traffic” and RB is not limited to one-to-one mapping.
RAN controls the mapping between the “PDU session traffic” and RB in DL based on the information received from CN. What information is delivered from CN to RAN and method of delivery is up to SA2. Both QoS model-1 and model-2 discussed above provides sufficient information to realise Proposal 1. It is not clear whether QoS model-3 could be used to provide required information to allow flexible mapping between the “PDU session traffic” and RB. 

Proposal 2: RAN controls the mapping between “PDU session traffic” and radio bearer in downlink based on information received from CN and the mapping rule can be left to network implementation.
For uplink “PDU session traffic” to radio bearer mapping, two possible solutions can be considered which are,
Option a) RAN controls the mapping between “PDU session traffic” and radio bearer in uplink;
Option b) UE controls the mapping between “PDU session traffic” and radio bearer in uplink;
We think option a) should be the basic working assumption to guarantee QoS enforcement in RAN and has to be supported. But we do not preclude that UE may be given freedom of determining some specific “PDU session traffic” to radio bearer mapping. At least UE may be allowed to give suggestion on “PDU session traffic” to radio bearer mapping to RAN.
Proposal 3: The basic working assumption is RAN controls the mapping between “PDU session traffic” and radio bearer in uplink and the mapping rule can be left to network implementation. 
It is FFS whether UE can assist RAN to decide the mapping between PDU session and UL bearer.
According to [2], some SA2 solutions propose two level priority handling composed of both flow/bearer level priority and packet level priority. Packet level priority is mainly used for non-GBR traffic with dynamic QoS control with assistance of PPI and PPDI. From RAN’s perspective, it may impact the radio bearer model and we foresee two possible radio bearer models, which are:
Option a) radio bearer only support in sequence packet delivery;
Option b) radio bearer supports packet level priority handling e.g. by supporting inner radio bearer queuing mechanism.
Option a) is aligned with traditional packets first in first out model and dropping of packets if needed due to e.g. Congestion, but in sequence delivery is maintained. Option b) is a complete new radio bearer model which introduces more complexity. For one implementation, one packets queue is kept per RB, but when new packets arrive, the packets of high PPI are inserted in the front of the packets queue, and at each transmission occasion, the packets in the queue is transmitted in sequence. When congestion happened, dropping of packets in the queue is according to PPDI of packets. For another implementation, several packets queues are kept per RB, when new packets arrive, the packets are mapped with packets queues according to PPI. At each transmission occasion, the packets queue with high PPI is scheduled in priority. When congestion happened, dropping of packets in the queue is according to PPDI of packets.
Even if SA2 eventually decide to introduce packet level priority, RAN may not necessarily support option b). For example RAN may map packets to radio bearers of different priorities according to PPI and PPDI, and after packets are aggregated in one radio bearer, only in sequence packet delivery is supported. We prefer keeping a simple radio bearer model like option a) as the basic working assumption to reduce implementation complexity. But we think option b) can leave to network smart implementation as long as no standardization work is incurred for supporting option b). 
Proposal4: The basic working assumption is the internal radio bearer does not support packet level priority handling.
3 Conclusion

In light of analysis in section 2 of QoS framework impact on RAN, we propose RAN2 to agree the following proposals:
Proposal 1: Mapping relationship between “PDU session traffic” (e.g. “flows”) and radio bearer is left to network implementation at RAN.
Proposal 2: RAN controls the mapping between “PDU session traffic” and radio bearer in downlink and the mapping rule can be left to network implementation.

Proposal 3: The basic working assumption is RAN controls the mapping between “PDU session traffic” and radio bearer in uplink and the mapping rule can be left to network implementation.
Proposal4: The basic working assumption is the internal radio bearer does not support packet level priority handling. 
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