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1 Introduction

Configuring UL for eLWA was discussed during RAN2#93bis and we reached the following agreements:

=>
RAN2 will first discuss and agree on how uplink data will be transmitted for an LWA bearer on LTE and WLAN before discussing options for uplink direction.

=>
Sending a PDCP PDUs to WLAN is based on “some” eNB control without impacting existing WLAN MAC. (this eliminate full per packet eNB scheduling of WLAN and eliminates full UE implementation).

Agreements
1
Only support split bearer type for Rel-14 eLWA UL.

2 
UE can be configured so that traffic on the UL split bearer can only be submitted for transmission on both, WLAN only or LTE only.

FFS whether we additionally have a threshold like mechanism, e.g. similar to DC.

Thus there is agreement that UL may be configured as WLAN only, LTE only or in split mode and that we have eliminated full per packet eNB scheduling and full UE implementation scheduling. Further, there is an email discussion [94#28][LTE/eLWA] UL transmission which will summarize company views for UL configuration and BSR details as well as whether WLAN MAC ACK/NACK may be assumed internally at UE PDCP. In this paper, we consider the UL configuration details.
2 Consideration for UL for eLWA

Applying the Rel-13 DC principle for LWA should be considered where feasible as the most straightforward option for LWA uplink design in Rel-14. However, the different characteristics of the WLAN RAT should be taken into account as well when considering the UL for eLWA. In DC, the thinking has been that if there is very small amount of data, one link is enough to send the data and when there is more data, both eNBs could schedule the user. Or it may even be so that there is additional delay to transmit something over the SeNB since that data needs to travel over the X2 interface and since that introduced delay and hence reduces throughput, it may be better to not send anything over the SeNB unless the buffer is large. In DC, the two uplinks are similar in the sense of what kind of data rate those may offer. In LWA, however, we should again take into account the specifics of the WLAN RAT which is not scheduled, and for which the throughput and delay can be unpredictable and change fast, e.g. due to other systems becoming active seemingly randomly.

When the eLWA UL operates generally in split mode, it is difficult for the eNB to know how much UL resources to schedule for the UE as the WLAN side in the UE may empty the buffer suddenly if a good transmission opportunity appears. It may therefore be so that the eNB overshoots in the scheduling to ensure to provide sufficient uplink resources, but this type of "over-scheduling" may of course waste UL resources. Indeed, even if it can be argued that for one UE the LTE over-scheduling would not be an issue as subsequent BSR would tell the buffer is empty/small as data has been transmitted to WLAN. Having multiple eLWA users operating UL split might severely degrade the overall LTE UL efficiency in that eNB and of course, degraded system efficiency results in worse performance also for the UEs.

Observation 1 Having multiple eLWA users operating UL split might severely degrade the overall LTE UL efficiency in that eNB.

Further, as the WLAN air interface is accessed via clear channel assessment (CCA) and is time multiplexed between UL/DL of all stations (UEs) and APs are sharing the same channel. Thus, in eLWA DL and UL traffic on the eLWA bearer will compete on the same WLAN air interface resources.

Observation 2 When both LTE and WLAN UL is in use, it is not beneficial to have heavy UL traffic on WLAN side as it disturbs channel availability for DL traffic of the same bearer, and vice versa.

These should be taken into account when possible when designing UL split configurations. 
2.1 UL configuration
For a split UL it is possible to design the system such that the above mentioned issues are minimized by using similar threshold based scheme as for dual connectivity.  As shown in Figure 1, there should be a second threshold to enable UL path switching in addition to the split threshold. Especially the configuration presented in the lower part of the figure is important to be enabled. 
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Figure 1: eLWA with two thresholds used to determine LTE only, WLAN only, and split transmissions.

There should be a possibility to configure the UL as follows: configure first buffer based threshold such that if there is less data, all is sent to WLAN and no BSR is sent at all. If there is more data than this first threshold, UE sends BSR (calculated as in legacy, whole buffer) and all UL data is directed to LTE. Second threshold is configured as in DC and the UE is able to send to both WLAN and LTE. We consider the BSR related details as well as UL packet transmission in the split mode in more detail in [3]. Here we reason out why we see the two threshold scheme feasible.
When UL is directed to WLAN when there is only small amount of data in the buffer has the following benefits. If the delay on WLAN is low, transmitting small UL data on WLAN is very efficient as LTE scheduling mechanism is not used and resources are saved. Small WLAN transmissions further do not interfere too much with WLAN DL usage. Then, if delay increases on WLAN side, the buffer also grows accordingly and the first threshold switches the UL to LTE side. 
The reason why to switch path to LTE and not to enable directly split buffer is two-fold. Firstly, switching to LTE, allows all WLAN resources to be used for the WLAN DL traffic. Secondly, the over allocation of small LTE resources to multiple users is diminished. 
If data increase above the second threshold, using split buffer is indeed reasonable as now there would be so much data in coming in UL that using both resources is needed. Now, when eNB schedules, even if WLAN side also gets transmission resources, there is likely so much data in the buffer that both resources are needed. Note that this would not hold if the split threshold is configured low. 
If there is only one threshold which is configured low, the overscheduling issue already for one UE appears. Then, if the threshold is configured high, depending on which direction the UL is configured below the split threshold, certain benefits will be lost. If the UL is configured to WLAN and split threshold is high, the data may be waiting in the buffer for unreasonably long time as the buffer size would not grow fast enough above the split threshold. This leads to PDCP SDU discard at receiving PDCP entity. If it is configured to LTE only, the benefits of being able to transmit small amounts of data on WLAN with small delay are lost and LTE is fully occupied until split threshold is met.
Observation 3 If there is only one threshold which is configured low, the overscheduling issue already for one UE appears.

Observation 4 If there is only one split threshold which is configured high and UL is to WLAN, the data may be waiting in the buffer for unreasonably long time as the buffer size would not grow fast enough above the split threshold. This leads to PDCP SDU discard at receiving PDCP entity.
Observation 5 If there is only one split threshold which is configured high and UL is to LTE, the benefits of being able to transmit small amounts of data on WLAN with small delay are lost and LTE is fully occupied until split threshold is met.
Thus, we propose to specify two optionally configured thresholds to be able to configure UL for eLWA such that first threshold would switch the UL direction and second threshold would define the split bearer.
Proposal 1 Consider defining two optionally configured thresholds to configure the UL direction.
Proposal 2 First threshold would switch the UL direction and second threshold would define the split bearer.
Further, when the UL buffer is high and UE is operating in UL split mode, whether WLAN is good for UL traffic depends still on overall load on the channel. While UE has the most up to date information on channel access, part of this load is controlled by eNB via the use of the WLAN side for DL eLWA transmissions for that user. For these reasons, it is beneficial for the eNB to be able to fast switch the UE’s uplink transmissions between LTE and WLAN. Further, as the DL PDCP packet routing is envisioned to be dynamic, it would be beneficial to be able to switch the UL RAT also faster.

Observation 6 Part of the WLAN load is controlled by eNB via the use of the WLAN for DL eLWA transmissions for that user.

Observation 7 Further, as the DL PDCP packet routing is envisioned to be dynamic, it would be beneficial to be able to switch the UL RAT also dynamically.
Proposal 3 In addition to RRC-configured UL, enable a faster UL switching in order to regulate UL and DL WLAN usage of the same bearer.

3 Conclusion

Based on the discussion we have the following observations and proposals
Observation 1
Having multiple eLWA users operating UL split might severely degrade the overall LTE UL efficiency in that eNB.
Observation 2
When both LTE and WLAN UL is in use, it is not beneficial to have heavy UL traffic on WLAN side as it disturbs channel availability for DL traffic of the same bearer, and vice versa.
Observation 3
If there is only one threshold which is configured low, the overscheduling issue already for one UE appears.
Observation 4
If there is only one split threshold which is configured high and UL is to WLAN, the data may be waiting in the buffer for unreasonably long time as the buffer size would not grow fast enough above the split threshold. This leads to PDCP SDU discard at receiving PDCP entity.
Observation 5
If there is only one split threshold which is configured high and UL is to LTE, the benefits of being able to transmit small amounts of data on WLAN with small delay are lost and LTE is fully occupied until split threshold is met.
Observation 6
Part of the WLAN load is controlled by eNB via the use of the WLAN for DL eLWA transmissions for that user.
Observation 7
Further, as the DL PDCP packet routing is envisioned to be dynamic, it would be beneficial to be able to switch the UL RAT also dynamically.


Proposal 1
Consider defining two optionally configured thresholds to configure the UL direction.
Proposal 2
First threshold would switch the UL direction and second threshold would define the split bearer.
Proposal 3
In addition to RRC-configured UL, enable a faster UL switching in order to regulate UL and DL WLAN usage of the same bearer.
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