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1. Introduction
During RAN2#94 meeting, NR RRC state design was discussed and the corresponding agreements and open issues are as below:

Agreements:

1
Study the introduction of a RAN controlled “state” characterised by, at least:

a/ -
UEs in RAN controlled state should incur minimum signalling, minimise power consumption, minimise resource costs in the RAN/CN making it possible to maximise the number of UEs utilising (and benefiting from) this state

b/
Able to start data transfer with low delay (as required by RAN requirements)

FFS whether data transfer is by leaving the "state" or data transfer can occur within the " state"
FFS whether " state" translates to an RRC state
Potential characteristics of the RAN controlled “state” for study:


a/ the CN/RAN connection is maintained


b/ AS context stored in RAN


c/ Network knows the UE's location within an area and UE performs mobility within that area without notifying the network.


d/ RAN can trigger paging of UEs which are in the RAN controlled "inactive state"


e/ No dedicated resources
The part highlighted in yellow should be further studied. Characteristics of the RAN controlled “state” are analyzed in another contribution [2]. This contribution focuses on the open issue:
FFS whether data transfer is by leaving the "state" or data transfer can occur within the "state"
In this contribution, inactive state is used instead of RAN controlled UE state for easy reading.
2. Discussion
In this section, we analyze whether to support small data transmission in inactive state for UL and DL separately.
Small data transmission in inactive state for UL:
The following alternatives are considered in the following analysis for UL data transmission in inactive state.
Alternative 1: transmission of data after entering connected state (with state transition).
Alternative 2: transmission of small data via contention-based channel directly (without state transition).
Alternative 3: transmission of small data via the granted channel (without state transition) after gaining UL synchronisation to the network.
For alternative 1, it can assume that the procedure is very similar to the resume procedure in NB IoT/CIoT. The procedure is shown in figure 1.
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Figure 1: alternative 1 procedure
For alternative 2, an example signalling flow is illustrated in Figure 2.
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Figure 2: alternative 2 procedure
For alternative 3, the UE should get UL sync first and then transmit data on granted resource. The procedure is shown in figure 3.
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Figure 3: Alternative 3 procedure
Note: in above alternative 2 and 3, UE context fetch over X2 may not be required for UL small data transmission while in inactive state.

UL data transmission in inactive state is analysed based on latency, signalling overhead, and power saving perspective below.
1）latency requirement and evaluation
According to 5G NR requirements for infrequent small packet, i.e. the latency shall be no worse than 10 seconds on the uplink for a 20 byte application packet (with uncompressed IP header corresponding to 105 byte physical layer) measured at the maximum MCL (164dB) [1]. The small data transmission latency is a very important KPI for UE RRC state design. The following discusses the latency of small data transmission in inactive state with/without supporting data transmission in inactive state.
One of the main benefits of allowing small data transmission within inactive state is to reduce latency. How much latency can be reduced is analyzed as below.
For alternative 1, according to evaluation in LTE, the latency from step 1 to step 5 in air interface is about 31.5ms (see Annex A). The latency of UE context fetching procedure is assumed as 10ms. CN related procedures like S1 setup, path switch (if needed) can be performed in parallel with other procedures. 
For alternative 2, the UE can send small data on contention-based channel directly with inactive UE ID which is used for UE identification. Only step 1 latency should be counted which is about 1.5ms including the waiting time for contention based resource.
For alternative 3, the UE can get UL sync first and then transmit data on the resource granted in RAR. From step 1 to step 3, the latency is about 10ms.

The following table gives the summary of the latency of these alternatives.
	
	Alternative 1

(with state transition)
	Alternative 2

(without state transition)
	Alternative 3

(without state transition)

	Counted steps
	Step 1-step 5 latency (Annex A) + scheduling time + data transmission time
(context fetching if needed)
	Waiting for transmission resource + data transmission time
	Step 1-step 2 latency (Annex A) + data transmission time

	Latency calculation
	31.5ms + 4ms + 1ms (+10ms)
	0.5 +1ms
	9.5 + 1ms

	Total
	36.5ms (46.5ms)
	1.5ms
	10.5ms


Observation 1: compare with alternative 1, alternative 2 could save about 35-45ms, i.e. without state transition.
Observation 2: compare with alternative 1, alternative 3 could save about 26-36ms, i.e. without state transition.
According to the infrequent small packet latency requirement, for MCL=164dB, it should not be worse than 10 seconds. If repetition scheme for BL/CE/NB-IoT is reused, i.e. each transmission should be repeated many times, the latency for resumption procedure (alternative 1) would be extended much longer. Referring to Annex B, the latency is larger than 8 second with relatively short repetition values for some parameters and no HARQ retransmission. If larger values in the value range are adopted, it is possible that the latency would be larger than 10 second for MCL=164dB.

Observation 3: if repetition scheme is considered to be used in 5G, the latency would be increased much longer and even larger than 10 s with alternative 1.
2) Signaling overhead:
In [1], the requirement is that the target for connection density should be 1 000 000 device/km2 in urban environment. As there are so many devices, keeping all devices in connected state is not realistic since it requires many resources and waste much UE power. It is reasonable to keep inactive UEs in an extreme power saving state like idle or inactive state. As each device would have some data to transmit every day, it is very important to reduce the signaling overhead to increase the system capacity. And it is obvious that the signaling overhead from IDLE to data transmission state is much more than that from inactive state to data transmission state, only evaluates later case is enough. The signalling overhead for these three UL data transmission alternatives for inactive state is analyzed below.
	
	Alternative 1

(with state transition)
	Alternative 2

(without state transition)
	Alternative 3

(without state transition)

	Number of L1/L2 Signaling required
	2
	1
	3

	Number of L3 signaling required
	4
	0
	0

	Total
	6
	1
	3


Note: the signalling for scheduling is not counted.
Observation 4: the signaling overhead for data transmission alternatives without state transition is much less than the data transmission with state transition.
3) Power consumption:
In [1], the requirement for power consumption is that “UE battery life can be evaluated by the battery life of the UE without recharge. For mMTC, UE battery life in extreme coverage shall be based on the activity of mobile originated data transfer consisting of 200bytes UL per day followed by 20bytes DL from MCL of 164dB, assuming a stored energy capacity of 5Wh. The target for UE battery life should be beyond 10 years, 15 years is desirable.”

Main approaches to save UE power are to reduce the UE waking up time and to reduce the UE transmit/receive data volume. Besides the use of extreme long DRX cycle, reduction of signaling overhead is also very helpful for UE power saving. So it is very important to reduce the signaling overhead as much as possible in the extreme power saving state, e.g. idle/inactive. UL data transmission in inactive state is obviously of benefit to power saving by reducing signaling overhead as analyzed above.
Proposal 1: the signaling overhead should be reduced as much as possible in the extreme power saving state.

Considering above discussion, it is proposed to support UL small data transmission in inactive state.
Proposal 2: it is proposed to study UL small data transmissions in inactive state (without state transition).
Small data transmission for DL:
There are three alternatives which can be considered for DL data transmission:
Alternative 1: Paging first, the UE enter connected state and receive DL data.
Alternative 2: Paging with DL data transmission (paging carries DL data)

Alternative 3: Paging first, UE indicates its location and receives the DL data (for example, UE gets preamble index from paging and feedback paging by using the preamble, then receives DL data according to  scheduling)
For alternative 1, this is like the behavior in IDLE state, i.e. upon reception of paging message, the UE initiates random access procedure to access the network and enter into connected state, and after that, the UE receives DL data on the scheduled resources. The corresponding procedure is shown in figure 4.
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Figure 4: DL data transmission alternative 1
Alternative 2, the DL small data is sent together with the paging, e.g. contains the data in the paging message. The corresponding procedure is shown in Figure 5.
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Figure 5: DL data transmission alternative 2
Alternative 3, the network reserves a dedicated preamble for the UE and inform it via paging message. After the UE received the paging message, it uses the dedicated preamble to acknowledge the paging reception. The network schedule DL data transmission to UE in the cell where UE sent feedback. Obviously, the dedicated preamble can be reused. If the UE accesses a new eNB, the anchor eNB can provide the data with paging message or the new eNB fetch the DL data when it receives the dedicated preamble. The corresponding procedure is shown in Figure 6.
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Figure 6: DL data transmission alternative 3
1) Latency analysis
While UE is in an extreme power saving state, extended DRX cycle would be configured. It implies the paging cycle is very long. There is no stringent latency requirement for DL data transmission. Although the latency for alternative 1 is 30-40 ms longer than alternative 2 and alternative 3, comparing with paging cycle, the latency caused by resumption procedure is not significant. For DL data transmission in extreme power saving state, latency is therefore not a key point in deciding on whether or not to allow DL data transmission while in inactive state.
Observation 5: latency is not a key point in deciding on whether or not to support DL data transmission in extreme power saving state.
2) Signaling overhead

Considering the UE density requirement, i.e. the target for connection density should be 1 000 000 device/km2 in urban environment, the signaling overhead should be reduced as much as possible.

In inactive state, paging is used to help RAN to find the UE in its RTA (RAN Tracking Area). Paging volume due to one UE is dependent on the RTA size. If the RAT is large and includes many cells, the paging overhead would increase. Assuming the number of cells in one RTA is n, the signaling overhead of these three alternatives for DL transmission is shown in the following table.

	
	Alternative 1

(with state transition)
	Alternative 2

(without state transition)
	Alternative 3

(without state transition)

	Number of signaling required for Paging message transmission 
	No paging repetition:

1*n
Paging repetition number = m:

1*n*m
	No paging repetition:

1*n
Paging repetition number = m:

1*n*m
	No paging repetition:

1*n

Paging repetition number = m:

1*n*m

	Number of steps involved in connection resumption procedure
	Same as UL alternative 1:

6
	0
	1

	Resource occupancy
(L1/L2 signaling is not counted)
	No paging repetition:

1*n + 4 (L3 signalling) + 1 (data)
Paging repetition number = m:

1*n*m+4+1
	No paging repetition:

1*n *2

(paging + data)
Paging repetition number = m:

1*n*m*2
	No paging repetition:

1*n+1(data)

Paging repetition number = m:

1*n*m+1


Note: it was assumed that each data packet and L3 signaling requires same size of resource, resource used by other L1/L2 signaling is ignored. And to make it simple for calculation, it is assumed that each packet/signaling would use 1 resource unit.
From the analysis above, we could see that alternative 3 uses the least amount of radio resources for DL data transmission.  If the number of cells in a RTA is not more than 2, alternative 1 uses most radio resources.  Alternative 2 uses most resources if RTA consists of more than 2 cells. 
Observation 6: alternative 3 uses least amount of radio resources for transmission of small data in DL compare to alternative 1 and 2.

3) Power consumption

According to the consideration on power consumption, use of extended DRX is most appropriate for UE power saving. Also, signaling overhead reduction would help UE on power saving. For DL data reception in inactive state case, the alternative 1 will let UE transmit more UL signaling than alternative 2 and 3 due to the resumption procedure. 
Observation 7: alternative 1 consumes more power compared with alternative 2 and 3 for small DL data transmission
Considering the analysis for DL, resource occupancy and signaling overhead are important aspects for UE power saving as well as the whole system capacity where the system is required to support very large number of UEs. It is proposed that

Proposal 3: support of small data transmission in DL should be considered in inactive state. Detailed scheme is FFS.
3. Conclusion

In this contribution, whether to support UL and DL small data transmission in inactive state is analyzed and the following proposals are given:
Proposal 1: the signaling overhead should be reduced as much as possible in the extreme power saving state.

Proposal 2: it is proposed to study UL small data transmissions in inactive state (without state transition)..
Proposal 3: support of small data transmission in DL should be considered in inactive state. Detailed scheme is FFS.
RAN2 is kindly requested to discuss whether small data transmission can be supported in inactive state.
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5. Annex A

RRC resume procedure latency is equal to the latency of RRC Connection Setup procedure plus context fetch latency. RRC Connection Setup delay is as below (as only initial access procedure is considered, the components 1-10 in the latency evaluation table [2] are used in our analysis):
	Component
	Description
	Minimum

[ms]
	Average 

[ms]

	1
	Average delay due to RACH scheduling period
	0.5
	2.5

	2
	RACH Preamble
	1
	1

	3-4
	Preamble detection and transmission of RA response (Time between the end RACH transmission and UE’s reception of scheduling grant and timing adjustment)
	3
	5

	5
	UE Processing Delay (decoding of scheduling grant, timing alignment and C-RNTI assignment + L1 encoding of RRC Connection Request)
	5
	5

	6
	Transmission of RRC Connection Request
	1
	1

	7
	Processing delay in eNB (L2 and RRC)
	4
	4

	8
	Transmission of RRC Connection Set-up (and UL grant)
	1
	1

	9
	Processing delay in the UE (L2 and RRC)
	15
	15

	10
	Transmission of RRC Connection Set-up complete (including NAS Service Request)
	1
	1

	11
	Processing delay in eNB (Uu –> S1-C)
	4
	4

	12
	S1-C Transfer delay
	T_S1
	T_S1

	13
	MME Processing Delay (including UE context retrieval of 10ms)
	15
	15

	14
	S1-C Transfer delay
	T_S1
	T_S1

	15
	Processing delay in eNB (S1-C –> Uu)
	4
	4

	16
	Transmission of RRC Security Mode Command and Connection Reconfiguration (+TTI alignment)
	1.5
	1.5

	17
	Processing delay in UE (L2 and RRC)
	20
	20

	
	Total delay [ms]
	76
	80


6. Annex B
The latency introduced by repetition scheme for MCL=164dB case is analyzed below. The following table gives the parameters for evaluation

	parameters
	Value scope
	Recommended value
	comments

	PreambleTransMax
	ENUMERATED {n3, n4, n5, n6, n7, n8, n10, n20, n50,n100, n200}
	6
	 Based on RAN1 contributions [3][4]

	maxHARQ-Msg3Tx
	INTEGER (1..8)
	1
	Assuming no retransmission

	numRepetitionsPerPreambleAttempt
	ENUMERATED {n1, n2, n4, n8, n16, n32, n64, n128}
	32
	If use the max transmission power, 32 is ok, else 64 or more should be used.

	npdcch-NumRepetitions-RA
	ENUMERATED {r1, r2, r4, r8, r16, r32, r64, r128,r256, r512, r1024, r2048
	512
	Based on Huawei contribution

	constant-RAR
	41
	41
	

	ack-NACK-NumRepetitions-Msg4
	ENUMERATED {r1, r2, r4, r8, r16, r32, r64, r128}
	32
	Assume 32

	npdcch-NumRepetitions
	ENUMERATED {r1, r2, r4, r8, r16, r32, r64, r128, r256, r512, r1024, r2048, spare4, spare3, spare2, spare1}
	512
	Based on Huawei contribution

	ra-ResponseWindowSize
	ENUMERATED {pp2, pp3, pp4, pp5, pp6, pp7, pp8, pp10}
	pp10
	Assume pp10

	numRepetitionData-DL
	max2048
	512
	Assume 512

	numRepetitionData-UL
	max128
	32
	Assume 32.

	maxHARQ-DL
	variable
	1
	Assume 1

	maxHARQ-UL
	variable
	1
	Assume 1

	numRepetitionData-UL-Msg3
	max128
	32
	Nru=1, TBS=0 NPUSCH BLER 10^-1,

	slot-length
	Assume the slot length is 0.5ms
	0.5
	


Then the latency evaluation is shown in blow table.
	
	eNB 
	
	UE
	Delay
	(ms)

	1
	
	<-
	RA preamble
	PreambleTransMax*numRepetitionsPerPreambleAttempt
	192

	2
	
	>
	RAR
	Min(npdcch-NumRepetitions-RA*ra-ResponseWindowSize, 10240)+
constant-RAR
	5161

	3
	
	<-
	MSG3(RRC CONNECTION SETUP REQUEST/RESUME REQUEST)
	npdcch-NumRepetitions-RA*maxHARQ-Msg3Tx+
numRepetitionData-UL-Msg3*maxHARQ-Msg3Tx


	544

	4
	
	>
	MSG4(RRC CONNECTION SETUP/RESUM)
	npdcch-NumRepetitions-RA*maxHARQ-DL+
numRepetitionData-DL*maxHARQ-DL+

ack-NACK-NumRepetitions-Msg4*slot-length*maxHARQ-DL


	1040

	5
	
	<-
	MSG5(RRC CONNECTION SETUP COMPLETE/RESUM COMPLETE)
	npdcch-NumRepetitions*maxHARQ-UL+
numRepetitionData-UL*maxHARQ-UL
	544

	6
	
	<-
	UL DATA
	npdcch-NumRepetitions*maxHARQ-UL+
numRepetitionData-UL*maxHARQ-UL


	544

	
	
	
	Total
	
	8025


Please note in the latency analysis above all HARQ transmissions are assumed as 1 time, i.e. no HARQ re-transmission. And TBS is 0, BLER is 10-1. Many factors may affect the latency evaluation. Most of these parameters are not use the largest value in its value range. If these parameters values are extended to larger values, the latency would extended much longer. 
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