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1 Introduction

From [1]

 REF _Ref446357925 \r \h 
[2], latency related KPI and requirements are provided. This paper first clarifies the details of these requirements and establishes a model for latency analysis. 

Second, this paper proposes directions for RAN1 and RAN2 study. 
2 Latency Analysis Model
Since latency analysis involves both physical channel design and radio protocols, it requires decisions from both RAN1 and RAN2. In the past, the latency analysis was provided by RAN2, who is responsible for the Random Access and RRC procedure design. Therefore, we believe the same responsibility falls on RAN2 again for NR latency analysis. 
Observation 1: Latency analysis requires both RAN1 and RAN2.
Proposal 0: RAN2 is responsible to provide the final latency analysis for NR.
In the last meeting, it was agreed that when designing NR, RAN2 should consider reuse of LTE designs when sensible. Therefore, we can start NR analysis with LTE as a baseline. LTE scheduling uses Transmission Time Interval (TTI) as the shortest interval for scheduling decision, therefore, we assume NR will continue adopt TTI.
Observation 2: Similar to LTE, NR also adopts TTI.
For UPL, the latency is from a UP packet arrives at sender to the point that it is successfully received at receiver. Feedback is required to confirm the successful packet delivery and we assume such feedback is physical feedback, i.e. HARQ feedback. Besides, we assume there is no congestion, so there is only processing delay or resource waiting delay. An example for UPL can be found in Appendix.
Observation 3: Steps for DL UPL 

1) DL resource waiting  

2) DL Data Tx  

3) UE Processing 


4) HARQ feedback Tx
 

5) eNB Processing

Similar to LTE, it is more complicated for UL UPL, since uplink resource granted by eNB is required.  
Observation 4: Steps for UL UPL 

1) Scheduling Request waiting
2) Scheduling Request Tx 

3) eNB Processing 

4) UL Grant Tx

5) UE Processing 

6) UL Data Tx

7) eNB Processing 

8) HARQ feedback Tx

9) UE Processing 
All the steps are measured by TTI, so TTI reduction should be considered as the straightforward solution to reduction latency. It has been studied in LATRED SI [4] that there is tradeoff between TTI reduction and control channel overhead. Consider overhead, short TTI limits the throughput when TCP enters congestion avoidance phase. Therefore, it is useful to be able to dynamically change TTI length [7]. In addition, processing contributes more than 50% of the UPL latency, enhancements should be considered to reduce processing time. 
Uplink transmission through SR and data Tx on dedicated resource is quite expensive and incur long latency. Contention based UL (CBUL) access has been discussed in [4], if network can control the collision probably, e.g. proper grouping, CBUL can achieve efficient UL resource utilization with acceptable minimum latency. Such enhancement is useful for infrequency small packet transmission or massive MTC, where a low overhead UL access with high resource efficiency is important. Other physical layer enhancements can also be used to enhance the collision resolution and enhance capacity and efficiency. The enhancement is also useful to address the extreme latency requirement for URLLC when UL traffic is not predictable and SPS is not suitable.

Proposal 1: RAN2 confirms that TTI reduction is the first step to meet latency requirements.
Proposal 2: Besides TTI reduction, following enhancements shall be considered

· Dynamic TTI

· Processing reduction through PDSCH/PDCCH/PUSCH design
· Contention based uplink transmission

For CPL, the latency is from UE triggers random access procedure to the point of UP packet can be transmitted through DRB. From [6], we have proposed to still have two states: Connected (HighPerf) and Idle (LowPerf), so there is still state transition for the data access in Connected (HighPerf) state. Again, we do not consider any congestion, i.e. no rejection, and no coverage problem, i.e. no retx, and no feedback. In addition, we do not consider paging monitoring, synchronization, and system information reading since they can be done offline. 
Observation 5: Steps for CPL for Connected (HighPerf) state data access
1) Random Access Procedure
2) RRC Connection Procedure 
3) NAS Service Request Procedure
Data access in Idle (LowPerf) state is also proposed in [6]. We further assume security and header compression is cached in network or CN for such access. In addition, if connectionless approach is used, RRC procedure can be reduced as well. Random access procedure can be different if contention based access is adopted. If that’s the case, there may be only UPL rather CPL.

Observation 6: CPL for Idle (LowPerf) state data access is FFS.

We consider contention based uplink access not just an enhancement for SR, but also for Random Access Procedure. For CPL reduction, additional high layer procedure related enhancements can be considered. Besides random access procedure, UE triggers two 3-way handshakes with eNB and MME, the room for signaling number reduction is limited. However, to reduce latency, enhancements can considered to break sequential execution as to allow overlapping of the two procedures, e.g. overlapped RRC and NAS procedure, which can be made possible under the new flexible RAN architecture, i.e. eNB/MME of the new RAT can be collocated for URLLC vertical. Trigger two procedures simultaneously also requires more UL resource, therefore, SNR threshold shall be considered to be able to schedule a big enough UL grant. For the responses, out-of-sequence delivery is also possible as long as the execution dependency is clearly specified.

Another direction to be considered is context caching to avoid the extra overhead to reestablish UE context in the network. Such enhancement has been proposed for CIoT UP signalling optimization.

Proposal 3: For CPL, following enhancements shall be considered

· Simultaneous RRC/NAS procedure 
· Context caching
Proposal 4: Capture the CPL and UPL analysis in the TR.
Many of the enhancements needs RAN1 input. It is proposed to inform that RAN2 is working on latency analysis and require their input on TTI length and grant/data processing delay. In addition, we can ask the progress of contention uplink channel and PRACH. 

Proposal 5: Send an LS to RAN1 soliciting their input for:
· TTI length and grant/data processing delay

· Progress of contention uplink channel and PRACH

3 Conclusion
Based on the discussion, we proposed to agree the proposals and adding the text to TR.
Observation 1: Latency analysis requires both RAN1 and RAN2.
Observation 2: Similar to LTE, NR also adopts TTI.
Observation 3: Steps for DL UPL 

1) DL resource waiting  

2) DL Data Tx  

3) UE Processing 


4) HARQ feedback Tx
 

5) eNB Processing

Observation 4: Steps for UL UPL 

1) Scheduling Request waiting
2) Scheduling Request Tx 

3) eNB Processing 

4) UL Grant Tx

5) UE Processing 

6) UL Data Tx

7) eNB Processing 

8) HARQ feedback Tx

9) UE Processing 

Observation 5: Steps for CPL for Connected (HighPerf) state data access

1) Random Access Procedure
2) RRC Connection Procedure 
3) NAS Service Request Procedure
Observation 6: CPL for Idle (LowPerf) state data access is FFS.

Proposal 0: RAN2 is responsible to provide the final latency analysis for NR.
Proposal 1: RAN2 confirms that TTI reduction is the first step to meet latency requirements.
Proposal 2: Besides TTI reduction, following enhancements shall be considered

· Dynamic TTI

· Processing reduction through PDSCH/PDCCH/PUSCH design
· Contention based uplink transmission

Proposal 3: For CPL, following enhancements shall be considered

· Simultaneous RRC/NAS procedure 
· Context caching
Proposal 4: Capture the CPL and UPL analysis in the TR.

· Observation 4,5,6
· Flowchart and analysis in Appendix

· Proposal 2,3

Proposal 5: Send an LS to RAN1 soliciting their input for:
· TTI length and grant/data processing delay

· Progress of contention uplink channel and PRACH
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5 Appendix

Latency Requirements

	KPI 
	Definition 
	Requirement 
	Evaluation method 

	Control plane latency (CPL)
	1. Latency from most battery efficient state (e.g., IDLE) to continuous transfer of large data volume 
The time it takes for a mobile device in its most “battery efficient” state (e.g. RRC Idle) to start transmission of a large volume of Mobile Originated application layer data over the radio interface, from the time when data arrives at its radio protocol layer 2/3 SDU ingress point. 
	[10 ms] 
	Analytical 

	User plane latency (UPL)
	The time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point via the radio interface in both uplink and downlink directions, where neither device nor Base Station reception is restricted by DRX. 
	General: 4 ms 

Special case: 

0.5 ms (the feasibility of 0.25 ms should be studied) 

Note: These values are average values for the uplink and downlink , e.g. 6 ms UL and 2 ms DL would meet the general requirement 
	Analytical 

	Latency for infrequent small packets (ISPL)
	For infrequent application layer small packet/message transfer, the time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point at the mobile device to the radio protocol layer 2/3 SDU egress point in the RAN, when the mobile device starts from its most “battery efficient” state. 
	X ms for ≤Y bytes application layer packet size 

For mMTC extreme coverage and extreme battery life: X = [10000], Y = [TBD] 

For other use cases 

X = [10], Y = [TBD] 
	Analytical 


Control Plane Latency (CPL)
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Figure 1. Flowchart for CPL 
Table 1. CPL analysis

	
	New RAT
	TTI

	1 
	PRACH waiting (per TTI PRACH) 
	0.5 

	2 
	Preamble Tx 
	1 

	3 
	Processing 
	3 

	4 
	RAR Tx
	1 

	5 
	Processing 
	5 

	6
	RRC Request Tx
	1 

	7 
	Processing 
	4 

	8 
	RRC Setup Tx 
	1 

	9 
	Processing
	15 

	10
	Scheduling Request
	8.5

	11 
	RRC Setup Complete + NAS Request Tx 
	1 

	12 
	Processing
	4 

	13 
	NAS Request Tx 
	

	14
	Processing
	

	15
	NAS Setup Tx
	

	16
	Processing 
	4 

	17
	Security Setup + DRB Setup Tx
	1.5

	18
	Processing
	15

	19
	Scheduling Request
	8.5

	20
	RRC connection reconfig. and security command complete Tx 
	1 

	
	Total 
	75


User Plane Latency (UPL)
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Figure 2. Flowchart for UL UPL 

Table 2. UL UPL analysis
	
	New RAT
	TTI

	1 
	PUCCH waiting (per TTI PUCCH) 
	0.5 

	2 
	Scheduling Request Tx 
	1 

	3 
	Processing 
	3 

	4 
	Grant Tx
	1 

	5 
	Processing 
	3

	6
	UL Data Tx
	1 

	7 
	Processing 
	3

	8 
	HARQ feedback Tx
	1 

	9 
	Processing
	1.5

	
	Total 
	15
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Figure 3. Flowchart for DL UPL 

Table 3. DL UPL analysis
	
	New RAT
	TTI

	1 
	DL resource waiting 
	0.5 

	2 
	DL Data Tx 
	1 

	3 
	Processing 
	3

	4 
	HARQ feedback Tx
	1 

	5 
	Processing 
	1.5

	
	Total 
	7
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