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1. Introduction
RAN2 kicked off a new study item NR [1]. One of feature in cellar systems is asymmetric nature of downlink and uplink. The asymmetric nature (e.g. transmission power and radio access technologies (FDMA/SC-FDMA)) affects the throughput performance, where typically the downlink throughput is higher than the uplink throughput. The asymmetric nature in the NR system may become outstanding with the increase of the bandwidth. It is well know that the asymmetric nature heavily affects TCP (Transmission Control Protocol) throughput, especially for the downlink TCP throughput due to TCP ACK transmission over the “thin” uplink compared with the downlink. Since the TCP could be considered as still a dominant protocol in the era of the NR, the protocol architecture in the NR system would be designed so that the TCP throughput degradation is mitigated under the asymmetric network.
It is shown by simulation that the TCP throughput (DL) is improved by adopting a smart TCP ACK handling (UL). Based on the findings, challenges are described to design the NR protocol architecture from the TCP throughput point of view.
2. Discussion
2.1. TCP Throughput Performance in LTE/ LTE-A
It is important to have a better understanding of the TCP throughput performance in LTE/LTE-A for start designing the NR protocol architecture. The TCP throughput is investigated by simulations and the simulation results are analysed. The simulation model and parameters are described in Annex, where major parameters are aligning to 3GPP Case 1 model. Bulk DL FTP data transfer is adopted considering that the NR system design should be applicable to cases where the traffic load is high.
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Figure 1: Total TCP throughput in the serving cell
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Figure 2: UE TCP throughput in the serving cell

[General]

Fig.1 shows the total TCP throughput in the serving cell (above figure) and the number of TCP ACKs sent over the uplink (below figure). Similarly, Fig.2 shows the TCP throughput per UE in the serving cell and the number of TCP ACKs sent by each UE over the uplink (below figure). In these figures, “Basic” means that TCP ACKs are sent by normal LTE L2. “Granted Ack” means that TCP ACKs are sent by LTE L2 in such a way that only TCP ACKs which fit to the TB size indicated by UL grant are sent and others are discarded by the LTE L2. “Highest Ack” means that only one TCP ACK are sent by L2 in such a way that the TCP ACK which corresponds to the highest TCP data is sent and others are discarded by the LTE L2. The idea of the intentional TCP ACK discard is based on the delayed TCP ACK, which is widely used for the TCP communications. The RFC suggests “TCP ACK per two TCP segments” [2].
[TCP Throughput]

Fig.1 shows that total DL TCP throughput is improved in Scheme “Granted Ack”. The reason is that stored TCP ACKs in the UE’s buffer when enough UL grant has not been received are discarded, so that latest TCP ACKs with highest TCP sequence numbers are promptly sent to the TCP server. In addition, the reason that TCP throughput of Scheme “Highest Ack” is worth than that of Schemes “Granted Ack” and “Highest Ack” is that the number of TCP ACKs fed back to the TCP server is not enough to enlarge the transmission window (i.e. cwnd). Fig.2 shows that UE TCP throughput is improved for UEs with marked by “Up”. A tendency as a whole is that the UE TCP throughput is increased regardless of the position i.e. cell site or cell edge, which implies that “Granted Ack” can be widely applicable to all UEs.
[TCP ACK]

Figs. 1 and 2 show that the number of TCP ACKs sent from the UE to the TCP server is decreasing by adopting Schemes “Granted Ack” and “Highest Ack” since the TCP ACKs are intentionally discarded in both schemes. There are two major benefits of the TCP ACK discard. One of them is to save the battery life of the UE. Another benefit is the potential decrease of the interference. Basically, such thinning out TCP ACK gives negative impact on the TCP throughput since the TCP server cannot promptly increase the transmission window. However, simulation results show that the effectiveness of the latency reduction of TCP ACK overcomes the negative impact of the intentional TCP ACK discard.
2.2.  Challenges
[Radio Bearer Handling]

In this simulation, we are assuming that the eNB easily identifies the UL bearer (i.e. TCP ACK) corresponds to the DL bearer (i.e. TCP data). This may be also the case in LTE/LTE-A if RLC AM is simply configured. Specifically, RLC AM conveys bidirectional bearers, so that TCP data is associated to the downlink direction within the bidirectional bearer and TCP ACK is associated to the uplink direction within the bidirectional bearer. However, the identification of TCP ACK is not easy in practice since multiple IP flows can be aggregated in one bearer. The simulation results imply that the intentional TCP ACK discards to some extent can improve the TCP throughput, which means that “loose” handling of UL bearer (TCP ACK) can be acceptable. As such, it should be considered in the NR system that the UL bearer (TCP ACK) is completely decoupled from the DL bearer (TCP data) and different handling should be easily applicable to both the DL bearer and the UL bearer (e.g. ARQ is applied to the DL bearer but not applied to the UL bearer). Note that this consideration can also be applicable for the case of UL TCP throughput improvement, where the TCP data is sent over the uplink by a bearer and the TCP ACK is sent over the downlink by another bearer.
Proposal 1:
RAN2 is respectfully asked to study bearer handling so that ARQ is applied to DL bearer but not to UL bearer (and vice versa).
[Radio Bearer Structure]

Figure 3 shows our proposed bearer structure. The data generated in an application layer served by TCP is transferred to the NR NodeB, and transferred by the corresponding DL bearer (bi-directional). The L2 ARQ is applied to the L2 DL data which is sent in the DL direction and the corresponding L2 feedback is sent over the UL direction. On the other hand, the feedback user data is transferred as the L2 UL data by the corresponding UL bearer (uni-directional). The L2 ARQ is not applied to the L2 UL data.
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Figure 3: Radio Bearer Structure for an IP flow
The outstanding proposals of this structure is that the L2 feedback in the UL direction and L2 UL data in the UL direction are sent over different bearer. In LTE/LTE-A, similar structure can be deployed in such a way that e.g. the default bearer is established to the DL bearer and a dedicated bearer is established to the UL bearer. However, MME involvement is needed for the (re)establishment. Our proposal is that this structure can be established in NR RAN level without NexGen Core involvement.
Proposal 2:
RAN2 is respectfully asked to specify bearer handling by IP-flow level depending on types of traffic.
3. Summary of Proposals
This contribution shows TCP throughput performance in LTE/LTE-A. Our proposals below are based on the findings from the simulation
Proposal 1:
RAN2 is respectfully asked to study bearer handling so that ARQ is applied to DL bearer but not to UL bearer (and vice versa).
Proposal 2:
RAN2 is respectfully asked to specify bearer handling by IP-flow level depending on types of traffic.
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Appendix (Simulation Model and Parameters)
Fig.A1 shows the simulation model in this contribution.
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Figure A1: Simulation Model
In addition, Tabs. A1 and A2 show major simulation parameters used in this contribution.

Table A1: High-layer parameters

	[Application] Traffic scenario
	Bulk DL FTP transfer

	[TCP] Version
	TCP NewReno

	[TCP] Options
	Window Scale, Timestamp

	[TCP] Size of TCP segment / TCP ACK
	536 byte / 52 byte

	[TCP] Delayed ACK
	2

	[PDCP] Time-based SDU discard
	150 ms (for only DL)

	[RLC] Max. number of retransmissions
	5

	[RLC] Reordering timer
	150 ms

	[RLC] PDU w/o Poll / Byte w/o Poll
	1 / Infinity

	[RLC] Poll retransmission timer
	30 ms

	[RLC] Status prohibit timer
	30 ms

	[MAC] UL scheduling periodicity
	5 ms


Table A2: PHY-layer parameters

	3GPP homogeneous deployment
	3GPP Case 1 (TR36.814 A.2.1.1.1)

	Cell layout
	3-sectored 7 cell model

	DL / UL bandwidth 
	20MHz / 20MHz

	DL / UL frequency
	2120MHz / 1930MHz (TS36.101)

	eNB tx power
	49 dBm

	UE tx power
	10 dBm for PUCCH / 23dBm for PUSCH

	UL power control
	Closed loop: Alpha = 1.0, Pcmax = 23dBm, Pcmin = -40dBm, PO_NOMINAL_PUSCH: -80, PO_UE_PUSCH: 0

	UE measurement L1 filtering period
	200 ms

	UE measurement reporting period
	200 ms

	SRS periodicity
	10 ms

	Distance-dependent pathloss
	L=128.1+37.6log10(R) (R in km)

	Channel model
	ETU 3km/h

	Antenna pattern (horizontal)

(For 3-sector cell sites with fixed antenna patterns)
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	Antenna pattern (vertical)

(For 3-sector cell sites with fixed antenna patterns)
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The parameter 
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is the electrical antenna downtilt. The value for this parameter, as well as for a potential additional mechanical tilt, is not specified here, but may be set to fit other RRM techniques used. For calibration purposes, the values 
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= 15 degrees for 3GPP case 1 and 
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= 6 degrees for 3GPP case 3 may be used. Antenna height at the base station is set to 32m. Antenna height at the UE is set to 1.5m.

	Combining method in 3D antenna pattern
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	Lognormal shadowing model
	Reference to B1.4.1.4 in UMTS TR30.03
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