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1 Introduction

Bearers have been used over several technologies in 3GPP and serve many purposes in the different technologies.  This document looks at the objective of bearers in NAS and AS and the relationship between them.
2 Discussion
EPS Bearers are used between PDN-GW and UE and there is a one to one mapping between an EPS Bearer and the other type of bearers that are used across all the interfaces as shown in the figure below.
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The use of a bearer over the radio serves mainly two purposes in LTE.  One is QoS related and other is to route the packets.  
NAS signalling exchanges certain QoS parameters.  These are used in the UE to enforce UL QoS constraints.  When the Default EPS Bearer towards an APN (i.e., the first bearer to that APN) is established, the APN-AMBR is configured towards the UE.   Similarly, the MBR (and GBR for GBR bearer) is configured to the UE when a EPS Bearer is established.  It is also used by the UE to decide if it needs to request modification of the current QoS.   There is no reason to believe that these functions will not be needed in NR though the mechanism for it could be different.  These parameters have no impact on RAN handling or Radio bearers as such.  
UL QoS in RAN is handled instead by eNB providing priorities for a radio bearer based on its own algorithms.  The RAN parameters are RB priority and Prioritised bit rate (PBR) are used for UL scheduling in the UE.  BSR reporting is used by the network to prioritise traffic across users.  Other RAN configurations related to QoS include RLC mode and PDCP discard timer.  These functionalities can also be expected to be needed though it’s signalling and details could be different.

The RAN QoS is also today associated with a radio bearer and there is a one to one association between the EPS bearer at NAS level and RB in AS.   This implies that the RAN QoS parameters can only be configured at a radio bearer level and there is an indirect one to one mapping between the NAS QoS parameters and AS scheduling QoS parameters.   This association between the two can be restrictive.  For example, it is not possible to provide a different priority handling for a flow within a bearer such as when there is user plane congestion.  It is also necessary to have bearers across network interfaces simply for purposes of providing different priority over radio. This is particularly inefficient for the case of strictly DL traffic (e.g. MCPTT communications) where it should be possible to provide differentiated QoS without any explicit signalling with the UE.  

Another benefit of removing the one to one mapping of EPS and RB is to reduce the need to explicitly set up bearers for each flow that needs different QoS handling.  This reduces the signalling required across the different interfaces.  For example, radio bearers (or logical channels) can be set up dynamically by UE and RAN simply by using a new logical channel id if a new flow requires a different QoS handling to the existing flows.   

Some SA2 solutions are considering a bearerless, flow-based NG2/NG3 and this is captured in TR 23.799 clause 6.2.2 
Observation #1: One to one mapping between EPS bearer and RB is not essential for QoS purpose and is restrictive and inefficient in terms of signalling.
The other purpose of the bearer is related to routing of packets. Each bearer is associated with a bearer id (though it is called differently over different interfaces and protocol layers, there is a one to one mapping between these different ids).   Each packet sent over the radio contains information to identify which bearer this packet is associated with.  The mapping between the id and routing information is configured/deduced during the bearer set up.  This makes it possible for each protocol layer or node to route the packet to the appropriate entity or node.  It is however possible to identify the destination IP layer for the packet by inspecting the IP header (the destination IP@ for routing of DL packets in the UE; source IP@ for routing of UL packets in the RAN).  
Observation #2: It is not essential to have one to one mapping between EPS bearer and RB for routing purposes.
Based on the above discussions and observations, it is proposed:

Proposal #1: It is proposed to remove the one to one mapping between EPS bearer and RB.
3 Summary and proposal
The document looked at the current objectives of the Radio bearer and its one to one mapping with the EPS bearer.  The following observations were made: 
Observation #1: One to one mapping between EPS bearer and RB is not essential for QoS purpose and is restrictive and inefficient in terms of signalling.
Observation #2: It is not essential to have one to one mapping between EPS bearer and RB for routing purposes.

Based on the above observations, it is proposed:
Proposal #1: It is proposed to remove the one to one mapping between EPS bearer and RB.
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