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1. Introduction
In the “Study on New Services and Markets Technology Enablers” in SA1, the potential requirements on mobility support in Next Generation (NextGen) System are defined in TR 22.864 [1]. And in the “Study on Architecture for Next Generation System” in SA2, the key issue and some solutions on mobility framework are adopted for TR 23.799 [2]. 

In the “Study on Scenarios and Requirements for Next Generation Access Technologies” in TSG RAN, five typical deployment scenarios, i.e., indoor hotspot, dense urban, rural, urban macro and high speed, and additional deployment scenarios related to long distance, mMTC, V2X are agreed. Also, some key performance indicators (KPIs) are adopted for TR 38.913 [3].
In RAN#71, the “Study on New Radio (NR) Access Technology” is approved [4]. Mobility performance is one of the most important aspects for wireless communications [5]. Also, the mobility procedure is one of the key higher-layer and network procedures in this study [6]. There are already several completed SI/WIs addressing the mobility improvements of LTE system, but we still need to make improvements with regard to the mobility robustness and the mobility interruption time.
In this contribution, we discuss some KPIs and deployment scenarios in TR 38.913, the key issue and some solutions on mobility framework in TR 23.799, and the observations of related SI/WIs with regard to the mobility robustness and the mobility interruption time. And we propose some mobility considerations for Next Generation system.

2. Mobility Considerations for Next Generation System
2.1 Key Performance Indicators
The description of the KPI: excerpts from TR 38.913 v0.3.0 [3]:
7.7 Mobility interruption time

Mobility interruption time means the shortest time duration supported by the system during which a user terminal cannot exchange user plane packets with any base station during transitions. 

The target for mobility interruption time should be 0ms.
<Skipped>

The observations of related SI/WIs: excerpts from TR 36.881 v0.6.0 [7]:

For handover latency reduction:

-
The following steps contribute to a major portion of total handover delay and can be addressed for possible latency reduction:

-
RACH procedure including delay to acquire first available PRACH in target cell, PRACH preamble transmission and UL allocation + TA,

-
UE processing time after RA procedure including decoding of scheduling grant and timing alignment + L1 encoding of UL data, and transmission of RRCConnectionReconfigurationComplete.

- 
Two potential solution directions which may be beneficial were identified during the study. The feasibility of these solutions has not been studied by other WGs. No further work is expected in this study.
In RAN#71, the “Further mobility enhancements in LTE” WI is approved to specify support of handover latency reduction [5]. 

The main objectives of this work item are to do the following enhancements:

· To study following aspects and specified identified solution(s) to minimize service interruption in mobility events  for both ideal and non-ideal backhaul scenarios, including [RAN2/RAN3]:

· Make before break for mobility event e.g. handover in case of DC and CA or SCG change 
· Potentially down select between solution 1(RACH-less handover) and solution 2 (Maintaining Source eNB Connection during Handover) in section 8.3 of TR 36.881 v0.5.0.
We can anticipate that the relevant enhancements from this WI can meet the target for mobility interruption time of 0ms. Therefore, we can consider the enhancements from this WI as a baseline with regard to the mobility interruption time KPI.
Proposal 1: When discussing the mobility considerations for Next Generation system with regard to the mobility interruption time KPI, RAN2 is kindly requested to consider the enhancements from the Rel-14 further mobility enhancements in LTE WI as a baseline.
Some other KPIs, e.g., 7.9 Reliability, 7.15 User experienced data rate, and 7.18 Mobility, are discussed in the subsequent sections. 
2.2 V2X Scenario 
The description of the KPI: excerpts from TR 38.913 v0.3.0 [3]:

7.9 Reliability
Reliability can be evaluated by the success probability of transmitting X bytes NOTE1 within 1 ms, which is the time it takes to deliver a small data packet from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point of the radio interface, at a certain channel quality (e.g., coverage-edge).

The target for reliability should be 1-10-5 within 1ms.
<Skipped>

Communication availability and resilience for eV2X can be evaluated by the success probability of transmitting [X bytes] with user plane latency requirement (7.5) of [TBD] msec at a certain communication range (e.g., 500 meters) [, and a latency for  small packets (7.6) within [TBD] ms].

The target communication availability and resilience for eV2X should [TBD].
<Skipped>
The observations of related SI/WIs: excerpts from TR 36.885 v1.0.0 [8]:

- 
Message drop rates increase for UEs with high speed due to high handover failure rates particularly in Freeway cases with 140 km/h, and consequently overall PRR performance is degraded.

-
The criticality of these failures is FFS.
Observation 1: Reliability KPI in V2X scenario is challenging due to high handover failure rates particularly for UEs with high speed. 

2.3 Dense Urban Scenario 
The description of the KPI: excerpts from TR 38.913 v0.3.0 [3]:

7.15 User experienced data rate
<Skipped>

Here it should be noted that the 5% user spectrum efficiency depends on the number of active users sharing the channel (assumed to be 10 in the ITU evaluations [4]), and that the 5% user spectrum efficiency for a fixed transmit power may vary with bandwidth. To keep a high 5% user spectrum efficiency and a few users sharing the channel, a dense network is beneficial, i.e. 5% user spectrum efficiency may vary also with site density (Site here refers to single transmission and reception point (TRP).
<Skipped>

The available bandwidth and site density, which both have a strong impact on the available user experienced data rates, are however not under control of 3GPP.
<Skipped>

The observations of related SI/WIs: excerpts from TR 36.842 v12.0.0 [9]:

Figure 5.2.1-1 shows the handover failure rate of the following cases without DRX:
1)
Macro only network;

2)
10 small cells per a macro cell on the same carrier (Scenario #1);

3)
10 small cells per a macro cell on the different carrier (Scenario #2);

4)
2 set of 10 clustered small cells per a macro cell on the different carrier (Scenario #2);

The handover failure rate in Scenario #2, i.e., case 3) and 4) is much lower than in Scenario #1, i.e., case 2) due to the lower interference between macro and small cells. However, it is still higher than in a macro only network. This is due to the interference in the small cell carrier when handover from a small cell to a macro cell or between small cells occurs.
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Figure 5.2.1-1: Handover failure rate without DRX

<Skipped>
In summary, the following are observed:

-
Mobility robustness in Scenario #2 is not as good as in a macro only network, but less of a problem than in Scenario #1 if no DRX is used.

-
The HO performance is degraded if longer DRX is used.

-
If the HO threshold to small cells is set such that UE stays longer in small cells, the HO failure and ping pong from a small cell to a macro cell is increased.
Observation 2: User experienced data rate KPI in dense urban scenario is challenging due to the increased handover failure and ping pong. 

2.4 High Speed Scenario 
The description of the KPI: excerpts from TR 38.913 v0.3.0 [3]:

7.18 Mobility
Mobility means the maximum user speed at which a defined QoS can be achieved (in km/h).

The target for mobility target should be 500km/h.
The observations of related SI/WIs: excerpts from TR 36.878 v13.0.0 [10]:

A.1 Mobility in Unidirectional SFN Deployment
This clause is informative and does not mandate any particular network implementation. The information is provided purely to show one potential solution that can support mobility of pre-Rel.13UEs operating in a Unidirectional SFN environment.

In a Unidirectional RRH arrangement a UE will quickly leave a strong (weak) beam for a weak (strong) beam when the UE is moving towards (away from) the main beam and passing the transmitting RRH. At borders between different groups of SFN cells, i.e., where the PCI and potentially also other physical parameters are changed, this would potentially become challenging for the mobility function since the UE loses connection to the serving cell before having had a chance to receive a RRC connection reconfiguration message with mobility information from the source eNodeB (a.k.a. handover command).
<Skipped>
Observation 3: Mobility KPI in high speed scenario is challenging due to the challenging mobility function.
Based on Observation 1, 2, and 3, 
Proposal 2: RAN2 is kindly requested to study the mobility performance improvements in the deployment scenarios of Next Generation system, e.g., V2X scenario, dense urban scenario, high speed scenario, etc.
2.5 Key Issue 3: Mobility framework of “NextGen” network
The description of the key issue: excerpts from TR 23.799 v0.3.0 [2]:

This key issue will look into proposing solutions for a mobility management framework that enables the operator to provide mobility support which, if needed, includes session continuity for all types of devices that connect to NextGen core via 3GPP accesses and/or non-3GPP accesses. It is expected that NextGen system will require different levels of mobility support (e.g. based on velocity or service continuity requirements) as specified in the SA1 NEO TR 22.864. This key issue will attempt at developing a comprehensive mobility management framework for NextGen system that is adaptive, flexible and intelligent, to cater for the disparate NextGen mobility requirements.

The concept of mobility on demand implies that the system may limit the level of mobility support for certain UEs. The solutions should define the level of mobility support for a UE, describe how and when the level of mobility is determined, and evaluate the benefits achieved as a result of the mobility on demand concept.

Editor’s Note: It is FFS how many different combinations the mobility on demand concept needs to support.

Solutions for this key issue will at least study:
 <Skipped>
Proposal 3: RAN2 is kindly requested to attempt at developing a comprehensive mobility management framework for Next Generation system that is adaptive, flexible and intelligent, to cater for the disparate NextGen mobility requirements.
2.6 Solution 3.2: Mobility state framework

The description of the solution: excerpts from TR 23.799 v0.3.0 [2]:

Next Generation core network should take into consideration the state machines envisioned for RRC protocol within new RAT. It is proposed that the mobility state machine for RRC consists of three states: the traditional RRC idle, RRC connected states and a configurable RRC inactive connected state. The need for configurability of the RRC inactive connected state is motivated through several factors that require flexibility and programmability such as diverse requirements of the 5G use cases, future proofness and quick time to market requirement for new services.

From the Next Generation core network perspective, UE is considered to be in the ECM-CONNECTED state when UE is in RRC inactive connected state at the RRC layer. When the UE transitions between RRC connected state and RRC inactive connected state, it is not visible to the core network as no signalling towards the core network is expected due to this transition. Also, core network does not have to page the UE when the UE is in RRC inactive connected state as both control plane and user plane remains active between the RAN and core.

The characteristics of the RRC inactive connected state includes:

- 
UE is considered to be in the ECM-CONNECTED state.

-
Configurable based on the service requested by the UE. This implies that the RRC inactive connected state can be configured in such a way depending on the application running in the UE (e.g. application ID provided). Depending on whether the application requires more power savings or frequent data transmission, it can be configured accordingly.

Editor’s Note: Who provides the application ID (from UE or subscription based) and how this is used is FFS. How devices with multiple applications are addressed is also FFS.

-
Mobility based on UE measurements and cell reselection procedure with configuration from network.

-
When configured for the fast system access the UE will monitor the dedicated signalling.

-
RAN stores the UE context during the new RRC state.

-
RRC inactive connected to RRC connected state transition with a light-weight signaling procedure.

-
UE context is kept in the RAN to allow seamless transition for transmitting small packets (without having to signal the core network to obtain the context).

-
U-plane and C-plane connections between RAN and core are kept active during this time for MT and MO transactions.

-
UE mobility (including context transfer) and reachability will be taken care of by the RAN.

-
Distributed mobility management – Network follows UE in TA level. RAN determines the cell list where the UE can move without notifying the network.

-
No network controlled HO rather UE initiated cell selection is supported.

-
No Rx/Tx Data is performed in this state.

-
UE performs neighbor cell measurements.

Following figure shows how the proposed RRC state machine fits within the ECM/EMM State machine model:
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Figure 6.3.2.1-1: RRC/ECM with state transition illustrated

State Transitions illustrated:

(1)
UE powers on, performs PLMN/cell selection and camps in a suitable cell.

(2)
UE registers (attaches) with the network. UE transmits and receives data in RRC connected.

(3)
Inactivity results in transitions to RRC inactive connected.

(4)
MT/MO trigger to transmit data results in transition to connected for Tx/Rx.

(5)
Detach/Power off

NOTE: This solution has dependency on RAN as the RRC state design decision belongs to RAN WG2. RAN WG2 is expected to design the states and characteristics of each state.
2.7 Solution 3.3: Solution for mobility framework with RAN level tracking
The description of the solution: excerpts from TR 23.799 v0.3.0 [2]:

This solution addresses key issue #3, and in particular the following:

-
Definition of mobility states.

-
Support of reachability to enable mobile terminated communication. 

-
Methods to limit the amount of mobility management signalling between NextGen core and the access, within the NextGen core as well as between the NextGen core and the UE.

This solution assumes the following:

-
RAN-level UE tracking based on RAN Routing Areas (RRAs), the RRA being a collection of cells (similar to the URA in UTRAN).

-
New battery-efficient RRC state (RRA_PCH; similar to URA_PCH in UTRAN) where the UE location within the RAN is known with the granularity of RRA and UE is not involved in data exchange with the network.

-
Use of either NW-driven (i.e. handover) or UE-driven (i.e. cell reselection) mobility in RRC_CONNECTED state.

-
From NextGen core perspective the UE is in permanent NextGen_Connected state i.e. the CN core – RAN interface is up and running regardless whether the UE is in RRA_PCH or RRC_CONNECTED mode.

-
Use of a RAN-level anchor that minimises the need for relocation of the CN core – RAN interface in all RRC states. 

Editor's Note: It is FFS whether the RRAs are defined statically or whether they can be defined dynamically (e.g. centred around the current UE location, similar to how TAs are used). The definition of RRAs and new RRC mobility states need to be reviewed together with the RAN WGs.

Editor's Note: It is up to RAN WGs to decide whether there is need to support both NW- and UE-driven mobility in RRC_CONNECTED.

Figure 6.3.3.1-1 illustrates that the RRA_PCH and RRC_CONNECTED states both correspond to a NextGen_Connected state in the NextGen core.
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Figure 6.3.3.1-1: CN and RAN states for EPS/E-UTRAN (on the left) and NextGen/<5G RAN> (on the right)

Also depicted in Figure 6.3.3.1-1 is an RRC_IDLE state, corresponding to a NextGen_Idle state in the NextGen core. This state is needed if the concept of hierarchical tracking (similar to the one existing in UTRAN) is kept, as follows:

-
When in NextGen_Idle state, the UE is tracked at Tracking Area (TA) level by the NextGen core.

-
When in NextGen_Connected + RRA_PCH state, the UE is tracked at RRA level by the <5G> RAN.

Editor's Note: The definition of the new states needs to be reviewed together with the RAN WGs.

Editor's Note: The need for hierarchical tracking (i.e. the need for NextGen Idle / RRC_IDLE state) is FFS and needs to be reviewed together with the RAN groups.

Proposal 4: RAN2 is kindly requested to study whether there is need to define the state of “RRC inactive connected” or “RRA_PCH”.
Proposal 5: RAN2 is kindly requested to study whether there is need to support both NW- and UE-driven mobility in RRC_CONNECTED state.
3. Conclusion
Proposal 1: When discussing the mobility considerations for Next Generation system with regard to the mobility interruption time KPI, RAN2 is kindly requested to consider the enhancements from the Rel-14 further mobility enhancements in LTE WI as a baseline.
Observation 1: Reliability KPI in V2X scenario is challenging due to high handover failure rates particularly for UEs with high speed. 

Observation 2: User experienced data rate KPI in dense urban scenario is challenging due to the increased handover failure and ping pong. 

Observation 3: Mobility KPI in high speed scenario is challenging due to the challenging mobility function.

Proposal 2: RAN2 is kindly requested to study the mobility performance improvements in the deployment scenarios of Next Generation system, e.g., V2X scenario, dense urban scenario, high speed scenario, etc.

Proposal 3: RAN2 is kindly requested to attempt at developing a comprehensive mobility management framework for Next Generation system that is adaptive, flexible and intelligent, to cater for the disparate NextGen mobility requirements.
Proposal 4: RAN2 is kindly requested to study whether there is need to define the state of “RRC inactive connected” or “RRA_PCH”.
Proposal 5: RAN2 is kindly requested to study whether there is need to support both NW- and UE-driven mobility in RRC_CONNECTED state.
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