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1 Introduction

In this contribution we provide system-level simulation results, discussing performance aspects of V2V using LTE air interface Uu. More specifically we focus on performance using SC-PTM with different transmission options, both with and without Location aware broadcasting.
2 Location aware broadcasting 
For V2V messages the requirement is that the messages transmitted by source vehicle should be received by all other vehicles that are less than a certain distance away from it (communication range). We denote them the targeting receiving vehicles. This is done by 1) the transmitting vehicle sends messages to the eNB in Uu-uplink and 2) the LTE network broadcasts this message back to other vehicles in an Area around the transmitting vehicle in Uu-downlink. 

If the location of the vehicle is known to the NW, for a given transmitting vehicle the target receiving vehicle could be identified based on the communication range, and the message only needs to be broadcasted to the cells that actually contain/serve the target receiving vehicle, i.e., cells that are located within the interest area. The determination of cells that need to be broadcasted would in principle depend on the location of the transmitting vehicle. However, in practise, the cells can be determined in a semi-static fashion. For instance, the cells can be pre-defined based on the physical distribution of the vehicles. This evidently improves the packet reception ratio compared to the baseline SC-PTM, and the latency would be lower than that with broadcast to the serving cell and all the neighbour cells, however it will be seen that the latency is still higher than that with the baseline SC-PTM. Implementation details of these aspects are probably outside RAN scope and are only mentioned here for information.
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Figure 1 Location aware broadcasting

Figure 1 shows 7 cells with 3 vehicles X,Y and Z. Location aware broadcasting is used which has a range with radius r (distance between receiving vehicle and transmitting vehicle) around the vehicles transmitting V2V message. With this setup eNB would broadcast message from vehicle X in cell 0, 1 and 6. Message from vehicle Y would only be broadcast in cell 0 and message from vehicle Z would be broadcast in cell 0 and 3. If location aware broadcasting was not utilized the message from each vehicle X,Y and Z would be typically broadcasted in N cells regardless of UE location.
3 Simulation model and assumptions
Two scenarios were agreed in RAN1 for evaluation. The scenarios are a freeway scenario and an urban scenario. Table 1 summarizes corresponding assumptions and SA1 requirements on the effective range, the maximum latency and the packet reception ratio (PRR) [1].

	
	Effective range
	RAN1 assumptions on ISD
	RAN 1 assumptions on UE velocity
	Transmit periodicity

(RAN1)
	Maximum tolerable latency
	Minimum radio layer message reception reliability (probability that the recipient gets it within 100 ms)
	Example Cumulative transmission reliability

	#2 (freeway)
	320 m
	1732 m
	140 kmph / 70 kmph
	10 Hz
	100 ms
	80%
	96%

	#4 (NLOS / urban)
	150 m
	500 m
	60 kmph / 
15 kmph
	10 Hz / 
2 Hz
	100 ms
	90%
	99%


Table 1: Service requirements for freeway and urban scenario [2]

 REF _Ref434305126 \r \h 
[3]
The scenario simulated in this contribution is the urban case of scenario 2 in [4] with an absolute vehicle speed of 15 km/h. See Table 1 for service requirements for the scenario. Figure 2 displays the road configuration used in the urban case. Figure 3 demonstrates the wrap around model for the urban case in a 21 cell network. An average inter-vehicle distance in the same lane is 2.5 seconds * absolute vehicle speed. Baseline assumption is that we have the same density/speed in all lanes.
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CAM traffic client generates the CAM message periodically. The traffic model used to generate CAM messages at the UEs at an interval of 100 ms. The periodic generated traffic is divided into first one message of size 300 byte which is followed by four messages of size 190 byte. The initial time instance of the CAM message generation is randomized among all UEs. The simulated scenario is urban case with macro eNBs deployed. Vehicle UEs are dropped on the roads according to a spatial Poisson process, as described in [4]. All results in this contribution assume the delays and settings presented in Appendix A: Detailed Simulation Assumptions.
4 Simulation Results

In this section we show the simulation results
4.1 Load distribution among cells
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Figure 4. Cell load distribution among cells in urban (expected load 65 vehicles/cell)
It is seen from Figure 4 that vehicles are unevenly distributed among cells. Some cells experience double loaded than the average, while some other cells experience half load than the average. Therefore, it might be challenging to achieve the required service quality in those high loaded cell with Macro deployment. 

We note that the NW may use a number of existing features to cope with the observation based on Figure 4.
Observation 1 The traffic load is very uneven across cells.
Observation 2 It is challenging to achieve required service quality in high loaded cell.


4.2 Number of cells within interest area
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Figure 5. Number of cells within interest area with location aware broadcasting
The purpose of the location aware broadcasting algorithm is to avoid unnecessary traffic forwarding. Depending on the transmitter’s location the V2X application server distributes the CAM message to the cells with all neighbour vehicles within the required communication range.

The number of cells within interest area with location aware broadcasting is depicted in Figure 5. It is observed that location knowledge can be useful to avoid unnecessary data forwarding, compared to always to distribute to N (for example, always broadcasting in 7 neighbour cells) neighbouring cells.
Observation 3 Location knowledge is useful to avoid unnecessary data transmission in neighbor cells.

4.3 PRB utilization
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Figure 6. PRB utilization with location-aware broadcasting (distance 150m)
It is observed in Figure 6 that the system has much higher resource utilization in DL while, the system has lower resource utilization in UL. This is due to several aspects. The higher traffic volume in the DL transmission is the main reason. As illustrated in Figure 5, averagely, the same message is broadcasted within 2-3 cells, that means each cell roughly have 2-3 times of effective load in DL than UL. Another aspect is the uneven load distribution. As noted in Figure 6 that 10% of the cells have fully utilized resources at the mean load 60 vehicles/cell. Those cells are expected to have much higher load up to 120 vehicles/cell. 
Observation 4 DL PRB limitation is the main bottleneck due to higher traffic volume.
5 Conclusion 
In this contribution we analyse some aspects of V2V message distribution using Uu and observe the following:

Observation 1
The traffic load is very uneven across cells.
Observation 2
It is challenging to achieve required service quality in high loaded cell.
Observation 3
Location knowledge is useful to avoid unnecessary data transmission in neighbor cells.
Observation 4
DL PRB limitation is the main bottleneck due to higher traffic volume.
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7 Appendix A: Detailed Simulation Assumptions

Where not indicated otherwise, the following simulations assumptions were considered. Remaining parameters are according to [4]: 

	Parameter
	Assumption

	Carrier frequency 
	2 GHz

	Bandwidth
	10 MHz, 1 carrier 

	Number of cells 
	21 cells 

	Inter site distance (ISD) 
	500 m 

	Channel model 
	SCM Urban Macro 

	Downlink maximum Tx Power
	46 dBm 

	Vehicle UE maximum Tx power
	23 dBm

	Number of eNB antennas 
	1 Tx and 2 Rx antennas 

	Number of Vehicle UE antennas 
	1 Tx and 2 Rx antennas 

	UE moving speed 
	15 kmph 

	Handover model 
	Ideal 

	CAM message frequency 
	10 Hz 

	eNB ( SGW/PGW ( V2X AS ( BM-SC
	20 ms

	BM-SC ( eNB
	20 ms

	SC-PTM MCS
	MCS 9


Table 2: Parameters 
Figure � SEQ Figure \* ARABIC �2� Road configuration for urban case � REF _Ref445578884 \r \h � \* MERGEFORMAT �[5]�





Figure � SEQ Figure \* ARABIC �3� Wrap around model for urban case � REF _Ref445578884 \r \h � \* MERGEFORMAT �[5]�
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